
Compiled by Isabel Campos 
Spanish NGI Director 

Presented by Francisco Castejón 

ES-NGI: Enol Fernandez (IFCA-CSIC, Santander) and  
     Ruben S. Montero (U. Complutense de Madrid) 

GRID-IRELAND: John Walsh (TCD, Dublin) 
PL-Grid: Marcin Plociennik (PSNC, Poznan) 



  MPI 
◦  MPI Tools based on mpi-start  

  Schedulers 
◦  GRIDWAY 

  Complex Workflows 
◦  SOMA (Life Sciences env.) 
◦  TAVERNA (Life Sciences env.) 
◦  KEPLER-RAS (Fusion env.) 

WE NEED TO PROGRESS NOW TOWARDS A 
DESCRIPTION  

OF THE WORK TO BE DONE TO SUPPORT THE HEAVY 
USER  

COMMUNITIES IN SA3    



Input from Enol Fernandez (IFCA-CSIC)  
John Walsh (TCD) + MPI Working Group 



User Input 
gathered by 
the MPI WG   

Missing functionality   

Bad functioning of 
a particular feature   

Abnormal failure 
rates at the sites 

JRA1 

JRA1 SA3 

SA1 

SA1 

Only if critical 

MPI Task Force remit 

SAM  Nagios 



  CLOSING EGEE-III WITH A STABLE NUMBER OF 
SITES WITH PROPER MPI SUPPORT FROM WHICH TO 
GROW A WELL DEFINED MPI SUPPORTING 
INFRASTRUCTURE IN EGI 

◦  CURRENTLY 94 SITES SUPPORT MPI, OF WHICH 84% 
ARE SUCCESFULLY PASSING THE SAM/NAGIOS TESTS 
◦  A KNOWLEDGE-DATABASE FOR SITE SUPPORT IS IN 

PLACE 
HTTP://WIKI.IFCA.ES/E-CIENCIA/INDEX.PHP/MPI_ERRORS  

  DEFINE THE SET OF REQUIREMENTS THAT USERS 
GROUPS FIND NECESSARY FOR MORE ADVANCED 
MPI FEATURES IN THE EGI ERA 

◦  A DOCUMENT IS BEING WORKED OUT INSIDE THE MPI 
WORKING GROUP 



  mpi-start will be maintained by CSIC inside the EMI 
project 

  Testing & Certification of midldeware components will be 
organized from Ibergrid (Spain + Portugal) 
◦  For MPI components LIP (Portugal), CESGA (Spain) will 

count on the support from TCD for the certification effort  



BASIC FEATURES OF MPI-START 

◦  Supports OpenMPI and MPICH 
◦  Supports file distribution in non-shared filesistems 
◦  Hooks mechanism in place to ease I/O at pre- and post-run time 

CURRENT VERSION 0.61 (ALREADY CERTIFIED) 

◦  Weaknesses in error reporting identified and fixed 
◦  Improved file distribution mechanism (allows using $HOME and 

also other more generic i/o spaces) 
◦  Automatic detection of 32bit or 64bit compiled libraries 

FUTURE SUPPORT FOR ADVANCED SELECTION OF CORES/
NODE 

◦  Important for a proper MPI process allocation  
◦  Important for OpenMP support (multithreaded codes) 



  We expect to get feedback 
and requirements from 
the EGI user communities 

  EGI Requirements will be 
transmited to the Software 
Providers 
◦  EMI will provide: mpi-start 

(CSIC) and MPI-utils (TCD) 

  Testing & Certification will 
take place organized by 
Ibergrid (CESGA, LIP) and 
TCD 

  Rollout of RPMs will take 
place with the general 
mechanism foreseen in EGI 

  User Support and Site 
support will be organized in 
the EGI Helpdesk 



Input from Ruben Santiago  
Universidad Complutense de Madrid 



GT4 GT4 gLite gLite 

SGE Cluster PBS Cluster SGE Cluster PBS Cluster 

gLite gLite 

SGE Cluster PBS Cluster 

NGI - Broker 

Applications 

Middleware 

•  Different  Middleware stacks 
•  Different Data/Execution 
models 
•  Global user identities 
•  Integration through adapters 

Users 

GridWay 



  Integrate NGI-GT4 Resources  
  GridWay Broker instance deployed (RedIRIS) 
  Backup/Testing available at UCM 

  Integrate with NGI global services 
  User access to GT4 resources 



Input from  Marcin Plociennik  
PSNC, Poznan (PL-GRID) 





Kepler – workflow orchestration 
◦  A framework for design, execution and deployment of scientific 

workflows 
◦  Support for concurrent modelling, design and execution 
◦  Precisely defined models of computation and component 

interaction  
◦  An intuitive GUI that lets rapid workflow composition 
◦  A modular, reusable and extendable object-oriented environment 
◦  An XML based workflow definition – MoML 
◦  Developed in US (UC Davis, UC Santa Barbara, and UC San Diego) 
◦  In terms of Euforia project extended with GRID/HPC execution 

actors (with usage of RAS services) 
◦  “MINIPROJECT”: EGEE-EUFORIA-DEISA 
◦  Chosen and used by fusion community (EFDA ITM) 

RAS – Roaming Access Server (part of Migrating Desktop) 
◦  Support for different middleware stacks (gLite/UNICORE) 
◦  Developed in terms of int.eu.grid/BalticGrid II/Euforia 
◦  Integrated with VineToolkit/gLogin 
◦  Providing interactive services 



GRID and HPC infrastructures  

RAS 

gLite UI 

i2glogin 

Kepler Engine 

I2G UI Vine Toolkit 

i2g 

•  Different  middleware stacks 
•  Integration through plugins/
adapters 

•  Support for different complex use cases 
•  Different level of integration with 
applications 
•  Mixed Grid & HPC workflows 
• Support fot workflows requiring 
visualisation and interactive access 



◦  To maintain the integration of Kepler/RAS with the different 
underlying middleware stacks 

◦  To maintain Kepler/RAS services 

But also to  

◦  Support next application use cases 

◦  Supporting different workflow scenarios 

◦  Customisation according to specific user’s requirements 

◦  Initial target – Fusion community, however since the framework  
provides generic services, open to support wider user communities 
(like coming from ES, A&A, LS or other) 



  MPI 
◦  MPI Tools based on mpi-start  

  Schedulers 
◦  GRIDWAY 

  Complex Workflows 
◦  KEPLER-RAS (Fusion env.) 

  Other tools:   

◦  TAPAS 
◦  DRMAA 
◦  GIF PORTAL (Russian grid) 
◦  DATA MANAGEMENT (?)  


