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AGENDA BASHING

Middleware releases and staged rollout

Update on EMIreleasing process 
Cristina Aiftimiei reported about the current EMI activities.
EMI 1 Update 15 – 20th April 2012
EMI releasing activities are now done in parallel for EMI-1 and EMI-2, this delays the product teams activities for EMI-1 updates, Update 15 has been delayed for one week. The components included will be:

· Glite-proxyrenewal 1.3.25
· Fixed an issue with expored VOMS extensions

· BLAH 1.16.5
· WMS 3.3.5

· LFC 1.8.3

· DPM 1.8.3

· GFAL/lcg_utils 1.12.0 

EMI 1 Update 16 – 15 May 2012 (tentative)

Components foreseen for this update, so far:

· VOMS Admin

· Bug fix for the notification email to VO Manager about the user expiration

· WMS revision release

· Including fixed not released in the upcoming Update 15
P.Solagna: Is hydra goijg to be released directly in EMI-2?

C.Aiftimiei: Yes, it’s highly probable that the product will be released directly in EMI-2 in May, it will be released for SL5 as all the other EMI-2 components.
M.David: What is the status of clients (WN/UI) tarballs?

Cristina: We are working with all the interested parties, the third version – in testing-  contains a fix in the wms client. This is for EMi-1 but once we have it it's easy to bring it to EMI-2. We need contribution to test them, from the interested sites, because we do not have many resources for the test of this package.
Staged Rollout update

Extended release information for BDII 1.3.0 with the notes about BDII 1.2.0 not released in UMD, but containing new features included in the version 1.3.0.

Products in verification:

  LFC_oracle 1.8.2 in the final stage of Verification by one Tier1. 

  IGE SAGA adaptors: http://www.saga-project.org/ , is currently under verification, but we need to know if there are sites interested in it to do staged rollout. Already had some expression of interest from 1 site.
For EMI-2 there will be more work for EA to do staged rollout for both SL5/SL6 platforms: sites interested in early adoptions for SL6 should contact  M.David (SR activity leader).
Other Operational Issues
BDII instability 

· On April 12th several Site-BDIIs in Ibergrid and NGI_IT were malfunctioning: 

· Ibergrid ticket 

· example of NGI_IT alarm ticket 

· Symptomps: 

· Site-BDIIs failing SAM probes, failing attempts to restart them 

· High CPU usage of LDAP services, even after the restart 

· gLite3.2 and EMI services affected 

· Similar problems may have affected the Top-BDIIs: the logs report that during the same period some of the Top-BDIIs in the HA cluster of Ibergrid were removed because not responsive. 

· During the same hours a GEANT network problem was reported: in particular caused by a router in Geneva (12th April 2012 around 16 CET) 

Possible connection between the problems (G.Borges): 

· GEANT problem reported as intermittent 

· Connections with the client -broken because of the network- remained pending (default timeout 60 seconds) 

· Clients reconnected to the BDIIs multiplying the number of connections to the server, causing the effect of a sort of DoS attack 

For all NGIs: 

· Assess the status of Site-BDIIs and Top-BDIIs and report similar problems 

· If possible, upgrade BDII instances to BDII Site 1.1.0 

· This version adds dependencies to OpenLdap 2.4 (increased stability), and reduces memory and disk usage 

· Note: This may not solve this specific issue, but it will increase the general BDII performance 

L.Uljee: Several failures in NGI_NL for network problems at CERN (ops VOMS), but not problems with BDII
S.Purdle: not reports from UK sites

Next action: request on the GGUS ticket if BDII is already protected against such intermittent network outages.

VOMS Admin fails notifying about expiring membership 

Description of the problem 

A bug was found affecting the VOMS Admin process of sending warning messages when user membership is about to expire. The VOMS Admin versions affected by the bug are: 

· gLite 3.2: versions 2.5.3-1 and 2.5.5-1 

· EMI 1: VOMS Admin 2.6.1 

These VOMS Admin versions enforce the user membership expiration (default every 12 months). The bug prevents the sending of a warning email before the users' membership expiration, VO managers are notified only once the user is suspended, after the membership expiration. 

Possible workarounds 

1. Extension of VO membership up to 30 September 2012 

· For users whose membership is expiring before 30 Sep 2012 

· This will allow VOMS administrator to upgrade their services once the bug fix is available 

· instructions 

2. Manual notification of the list of users with expiring membership 

· Every month VOMS server administrator should produce, for every VO affected by the bug, a report of the users whose membership are expiring during the month and communicate those lists to the VO managers. 

AuP grace period 

For the VOs using the same VOMS releases reported above, users are requested to re-sign the VO AuP, as an additional step to renew the membership. Currently the default grace period is 24 hours, VOMS administrators are strongly suggested to extend this grace period to 7 days, a warning email is sent to the users at the beginning of the grace period, this change in configuration will give more time to users to perform their step (the users who do not resign the AuP are suspended at the end of the grace period). 

· Instructions to perform this configuration 
The drawback of this workaround is that on Sep 30th many users will expire in the same day, to solve this issue the new version of VOMS (fixin the missing mail bug) will allow VO Managers to authorize many users in one submission.

G.Borges: The workaround explains how to delay the bug, but it does not explain how to fix all the issues caused by the bug, once that it hit the VOMS administrators/users.
P.Solagna: The wiki page provided by the VOMS team contains sql commands to fix the membership for the VO Manager side. Goncalo will send an email offline to Peter to add more details about the missing information.
New GOCDB roles in production 

New roles were rolled in production on April 10th. 

· New Roles detailed description 

GOCDB users were automatically assigned to the new roles: 

· At Site level 

· Site Administrator -> Site Operations Manager. In order to maintain the previous users' permissions 

· Security Officer -> Site Security Officer 

· At Regional level 

· Regional Operations Staff -> "Regional Staff (ROD)" 

· "Deputy Regional Manager" -> "NGI Operations Deputy Manager" 

· "Regional Manager" -> "NGI Operations Manager" 

· "Security Officer" -> "NGI Security Officer" 

· No users have been automatically assigned to the new role "Regional First Line Support" 

Important: For the operations tools nothing have changed after the switch to the new roles, if you notice any different behavior in the the tools, please report it in a GGUS ticket. 

V.Hansper: NGI Manager had no access to the regional dashboard as well.
P.Solagna: This was caused by the same bug that prevented regional staff

D.Nielsen: When the Virtual sites will be released?

P.Solagna: The original schedule was April/May, I will contact developers to have confirmation.
Update: Virtual site, the feature is now called Services Group, are ready and in production. GOCDB will circulate the release notes soon.

AOB

Next meeting:May 7th 2012 h14:00 CET
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