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AGENDA BASHING

Middleware releases and staged rollout

Update on EMIreleasing process 
Cristina Aiftimiei (EMI) could not attend the meeting, so there were no updates on the EMI-2 release status, or EMI-1 updates activities.
EMI 2.0 (Matterhorn) is expected for May the 18th 

Staged Rollout update

UMD Updates
EMI1 products under staged rollout (RT ticket number, product): 

· 3319 EMI.dcache.sl5.x86_64-1.9.15 

· 3471 EMI.lfc_oracle.sl5.x86_64-1.8.2 

EMI1 products under verification: 

· 3686 EMI.blah.sl5.x86_64-1.16.5 - affects CREAM 

· 3687 EMI.dpm.sl5.x86_64-1.8.3 

· 3688 EMI.lcg-util.sl5.x86_64-1.12.0 - affects UI and WN 

· 3689 EMI.proxyrenewal.sl5.x86_64-1.3.25 - affects MyProxy 

· 3690 EMI.lfc_mysql.sl5.x86_64-1.8.3 

· 3691 EMI.lfc_oracle.sl5.x86_64-1.8.3 

· 3692 EMI.wms.sl5.x86_64-3.3.5 

IGE products in verification: 

· 3384 IGE.saga.sl5.x86_64-1.6.1 - Need EAs or sites interested 

· 3670 IGE.globus-gsissh.sl5.x86_64-4.3.5 

· 3671 IGE.gridsam.sl5.x86_64-2.3.1 

· 3672 IGE.gridway.sl5.x86_64-5.10.1 - Need EAs or sites interested 

· 3673 IGE.gsisshterm.sl5.x86_64-1.3.3 

· 3674 IGE.globus-gram5-ige.sl5.x86_64-5.2.0 

· 3675 IGE.gridsafe.sl5.x86_64-1.0.1 - Need EAs or sites interested 

· 3676 IGE.security-integration.sl5.x86_64-2.1.0 

· 3677 IGE.ogsadai.sl5.x86_64-4.2.1 - Need EAs or sites interested 

The UMD 1.7 candidates list will be freezed on May 21th, the release is expected for May 28th (release data will be confirmed by May 14th).
Some IGE components are missing the Early Adopters for Staged Rollout, interested NGIs are kindly requested to contact Mario to notify their interest.

Early Adopters for EMI-2 products

EMI-2 will release almost all the components in SL5 and SL6; ARC, UNICORE, EMI-UI and EMI-WN for Debian 6.
· EAs needed mainly for SL6, Mario will start from the survey that assessed in March the NGIs’ priorities for the deployment of services on SL6 

· Debian6: EA needed for ARC/UNICORE and UI/WN
Other Operational Issues
Proposed policy for the usage of the TMPDIR variable

Jobs need to know where the scratch space for temporary files is. 

· A worker node should provide scratch space as requested by the VO in the VO ID card, and the location must be known to the user's code 

· There should be an uniform behavior across the sites 


Proposed policy 

1. In a grid job’s environment, the TMPDIR variable must always contains the path to the location that can be used by the job as a scratch area for temporary files 

2. If the TMPDIR variable is not set, the jobs can consider the current working directory as the assigned scratch area. 


Corollaries 

· The scratch area should have enough free space to fulfill the VO ID card requirements (if it does not, users should open a GGUS ticket VS the site) 

· The current version of the policy does not assume that the scratch areas are shared between worker nodes. This document will be refined to include also this information (the location of a shared area if needed by parallel jobs) in the job’s environment, or a new policy will be released. 

· More in general, this policy does not assume that the scratch area has any specific feature, but the disk space. 

· If the TMPDIR variable contains an invalid path, this does not mean that the job’s current workdir can be considered the assigned scratch area. This is a configuration error and the users should open a GGUS ticket VS the affected site. 

S.Purdle: Currently CREAM publishes the GLUE attribute: GlueSubClusterWNTmpDir (which default value set by CREAM is ‘/tmp’). This is misleading and it should be removed by the information system, users may use it even if it’s not aligned with the TMPDIR variable.

G.Borges: WLCG frameworks use the variable EDG_WL_SCRATCH, it has the same meaning of the TMPDIR in the proposed policy. This policy would need feedback also from the WLCG-GDB, in order to align also the experiments frameworks (if feasible). 
P.Solagna: I will check the possibility to disable the information system variable, adding this point to the policy, and communicate to GDB the proposal (next GDB is too close to add a point to agenda).
Top-BDII availability for April
Top-BDIIs availability tables for April 2012 

4 NGIs well under the OLA target, it was a good month (hopefully not just a lucky month).
The NGIs failing to reach the target in April, failed also in March. They need to implement some improvements in their top-bdii configuration. 
A.Usai: NGIs (like NGI_CH) not deploying their own Top-BDII, but using another bdii, shouldn’t have tickets opened against. NGI_CH, for example, is using the Germany Top-BDII, but is in not participating to the operation of the service (as we do for the SAM system, for example). Consequently there are no actions that can be performed by the users of the service, to improve its availability.
P.Solagna: Tickets are raised against the NGIs because is the overall service performance relevant in the RP OLA, not the single services performances. Top-BDIIs are supposed to be provided with such service level because it is a critical service, that can heavily impact many other middleware services. If the Top-BDII is not available the sites using that instance will be impacted. The idea of the ticket is that, even if not operating its own BDII, an NGI should consider a strategy of improvement, that could include either operating a top-bdii or agree with more NGIs to share the Top-BDIIs in order to configure more instances at client-side.

The discussion will continue offline.

Topics for workshop and middleware-related sessions at the TF 2012

TF is in September 2012, in Prague 

Technology providers (EMI, IGE) have provided their availability for workshop/training sessions, possible topics: 

· New products available in EMI-2 

· New features introduced in the latest releases 

· ..? Is there need for workshops on specific topics? 

AOB

Proposed date for the next meeting: Friday June 1st  
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