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AGENDA BASHING

Middleware releases and staged rollout

Update on EMI release activities 
Cristina Aiftimiei presented the status of the EMI software release activities.

EMI is in one of the regular update cycle, that will deliver the products and updates declared ready by the product teams. The products released this week:

· EMI 1: BDII top, BLAH; gLite-gsoap/gss

· EMI 2: BDII top, BLAH; gLite-gsoap/gss, StoRM, WNoDES

BLAH bug fixes on the LSF parser used by CREAM, and for BDII top included the ERIS dependencies in the package used by the other EMI products for the resource information provider. BDII also added fix for the OSG issue (endpoints update).
EMI2: same as EMI1 + StoRM, WNoDES.

StoRM: new features in the backend server, the new server checks that the disk-pool is alive when configured for GridFTP load balancing.
The gLite-gsoap/gss update addresses a problem with the new Globus version. EMI repositories were protected adding the old Globus libraries, with the fix being released on Thursday, the EMI products will be compatible with the new Globus libraries (and the old too).
From now on, EMI is putting in place a procedure to properly manage this kind of procedures, after every Globus update all the product teams will be requested to validate their packages with the new libraries. 

Other tasks have been delayed to August release, expected for 9th of august.

TF: Is testing of compliance to RFC proxies already in place for EMI-2?

CA: Not at the moment, not all the products are ready to support RFC and SHA2, it is not a critical criterion in the EMI certification.
TF: It would be useful if EMI can provide a table for the support of RFC/SHA2 proxies in the current EMI-2 and possibly EMI-1 products.

Staged Rollout update

Staged Rollout will give more priority to UMD-1, for example the gsi-gss.

The first update to UMD-2 is planned for the end of the month/early august. 

CREAM/LB/(WMS) we are waiting for the update to fix the globus
For IGE, the verification is starting for the release 2.1 (what is in EPEL now), those componets may go into UMD1 only when the patch is available.

A.Usai: Can you elaborate about the WN and SAM issue?

M.David: It make sense to release the batch system clients, only when the WN is released as a whole. The batch system clients are not affected by the problem of SAM, but we need to release all of them together, it is not sure that the clients from EMI2 will work with the WN of EMI1 (in UMD1).  Before Update 17 the release was not recocnized

E.Imamagic: the probe should work with EMI2. This in production from when the EMI1 was released. The update 17 is in staged rollout before emi2, issues with Emi-2 cannot be solved in update17. 
P.Solagna: This topic needs to be evaluated better offline, gather all the information needed. The fixed point is that NO WN will be released if it will not be possible to monitor with the available SAM release.
Operational issues

Upgrade of gLite components to UMD

All the gLite components have reached the end of support, or will reach the end of support soon. 

· list of gLite 3.1 services (17/07/2012) 

· list of gLite 3.2 services (17/07/2012) 

· All the gLite 3.1 components must be upgraded to UMD within September the 30th. 

· Many gLite 3.2 components are currently unsupported: 

· Unsupported: Argus, CREAM, LB, BDII, Torque/SGE/LSF utils, glite-MPI, VOMS, APEL, SCAS, glite-CLUSTER 

· Supported until Oct 2012: FTS, gLExec, LFC, DPM, UI, WN 

· Supported until Apr 2013: VOBox 

Sites should to move to software with security support. 

· This topic will be discussed in more detail in the tomorrow's OMB 

· The timeline to enforce this upgrade is not defined, yet. 

· The following table shows the suggested target version for the upgrade 

· NGIs should comment on these suggestions, if there are issues or showstopper for the upgrade 

S.Purdle: the storage nodes won’t be likely be upgrade, it’s quite unfeasible
TFerrari: the support of DPM has been extended.

T.Ferrari: Changing WN from gLite3.2 to EMI may cause problems to the user’s jobs. How many NGIs already asked to their VOs to test their code in an EMI-WN environment (providing them a queue with EMI-WN)?

S.Purdle: we have some sites with UMD1 WN, and all the VOs are encouraged to test
T.Ferrari: would it be possible to know which VOs have accessed the EMI WN.

A Wiki Page has been set up to collect information about the VO tests on EMI-WN: https://wiki.egi.eu/wiki/NGI-VO_WN_tests
E.Imamagic: NGI_HR had a spoke with the RC and we discussed about how to upgrade the not-supported software, our communities are mainly interested in GRAM-5.  For the sites supporting LHC there will be the need to 

A.Paolini: as far as I know, only big LHC vos have completed tests, with the other regional VO there is no tests ongoing

A.Usai: will this be an early adopter activity?

T.Ferrari: This is a testing activity more focused to VOs, rather than.

A.Usai: Will the SAM issue with EMI2 WN be solved?

P.Solagna: It is a recent issue, I will write in the minutes a summary of the WN situation. What I can say is that no middleware products will be released in UMD if not compatible with the EGI monitoring infrastructure. 
Update: 

There are two different issues reported for the EMI2 WN monitoring:

1. https://ggus.org/ws/ticket_info.php?ticket=82899 (EMI version issue)
a. Solved in the upcoming Update-17 SAM release

2. https://ggus.eu/ws/ticket_info.php?ticket=83127
a. It is still under investigation, if a code fix in the probe is needed it won’t be released until Update-18/19. If there is a workaround in the SAM configuration, it will be disseminated in the Update-17 release notes.
The issue is strictly monitored by the SAM and SA2 teams, the solution of these issues will influence the release of EMI2 WN in UMD.
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