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AGENDA BASHING

Middleware releases and staged rollout

Update on EMI release activities 
Cristina Aiftimiei presented the status of the EMI software release activities.

Last EMI update (July):

· EMI 1: BDII top, BLAH; gLite-gsoap/gss 

· EMI 2: BDII top, BLAH; gLite-gsoap/gss, StoRM, WNoDES 
The next updates of EMI-1 and EMI-2 are summarized in the following list of bulltes (ideally date 9 August 2012):

· EMI 1 

· BDII core v. 1.0.4 - affects all services 

· A new cron job is run every hour to execute the glue-validator script and validate the information published by the BDII against glue 1.3 and glue 2.0 schema. 

· IPv6 support included with the new yaim variable BDII_IPV6_SUPPORT, which is set to "no" by default. If set to "yes", it enables both IPv4 and IPv6 support. 

· Fixed GLUE 2 bugs in the service information provider affecting VOMS and MyProxy, and improved the README files. 

· glite-yaim-bdii cleaning removing old variables and functions. Fixed minor errors printed at configuration time (this affected only the top level BDII). 

· emi-resource-information-service metapackage now depends on glite-yaim-bdii and glue-validaror-cron. 

· Improved description and summary of glue-validator rpm. 

· Fixed the version of glue-validator distributed in EMI 1, which was broken. 

· CREAM v. 1.13.4 

· GGUS #82670, 95480 - CREAM doesn't transfert the output files remotely under well known conditions 

· WMS v. 3.3.5-2 - important issue in WMS ICE 

· EMI 2 

· BDII core v. 1.0.4 - affects all services 

· Trustmanager v. 3.1.4 - affects ARGUS, CREAM, L&B, StoRM, Pseudonymity, UI 

· Trustmanager fails to read private keys that have text before the private key data 

· KnownIssue: 

· Openssl 1.0 uses for encrypted private keys pkcs8 format. support for it is only present in bouncycastle 1.46 and above, but SL5 uses bouncycastle 1.45. Thus, generating an encrypted private key in SL6 machine and using it in SL5 may fail. This is not a real problem in normal use: 

· servers use unencrypted private keys 

· users use proxies, that have unencrypted private keys 

· not aware of any clients that use trustmanager and support encrypted private keys. 

Because of the holiday period not all the products listed above are confirmed to be released for August 9th. WMS contains a security patch, and its release is confirmed. The final list will probably defined after the Monday’s EMI EMT meeting. All the products listed above, have been certified by the product teams.
Update: all the products listed above have been confirmed.
T.Ferrari: Trustmanager release in EMI-2 fixes a bug, is this bug affecting also EMI-1 release? If it is, will the patch released also for EMI-1 (which is currently under normal support)?

C.Aiftimiei: To answer I need to check with the product team, the bug is not related to any GGUS ticket, it has been found during the  certification by the PT, and the patch has been released for EMI-2, but I have no information about EMI-1.

Update: The bug affected only the EMI-2 release, no need for a release in EMI-1
M.David: When is the release of WMS in EMI-2 expected?

C.Aiftimiei: There are currently two updates planned for WMS: v3.3.6 in EMI-1, and v3.4. Given the summer holidays, it is very unlikely that both updates will be ready for WMS in September. Currently the decision about which update will be released is still pending.
EMI is preparing a table of compatibility of the products with the SHA-2 certificates and RFC proxies. This will be probably ready in September, after the Summer holidays.
EMI is assessing the impact of the new Globus release (v5.2.2) currently in the EPEL testing repositories. EMI will protect from Globus 5.2.2 their components, importing the previous version of the Globus libraries used by the EMI products in the third party repository, until the Product teams certify their products against the latest Globus release.
Staged Rollout update

Mario David reported about the Staged Rollout activities.
IGTF CA 1.49 submitted last Friday 27 July, to be verified and SR this week: 

· Added ANSPGrid (126f0acf) classic CA (BR) 

· Extended root cert validity for CA ce33db76 to 20yr (IR) 

UMD1.8 - should be released soon, date to be decided: 

· BLAH 1.16.6 - (waiting for the SR report) 

· gsoap-gss 3.0.6 - patch solving the incompatibility with new globus libs (waiting for the SR report) 

· IGE Gridftp 5.2.1 is ready 

· StoRM 1.8.3 is ready 

SAM/Nagios 17 in staged rollout fro some time, some problems have been found - This update is need for the EMI2 WN 

UMD2.1 has several products ready for release, some of them with high priority: 

· UNICORE: 

· Client 

· XUUDB 

· X6 

· UI 

· Cluster 

· CREAM: 

· LSF plugin 

· Torque plugin 

· BLAH 1.18.1 (new patch from EMI2 update 1) 

· gsoap-gss 3.1.4 - patch solving the incompatibility with new globus libs (new patch from EMI2 update 1) 

· WN needs SAM17 to be released before: 

· WN torque clients 

· WN lsf clients 

· glexec 

Products still in verification: 

· ARC (CE, clients and Infosys) 
· UNICORE HILA and UVOS 

· IGE GRAM5 (5.2.1) 

· TopBDII 

Products in SR: 

· MPI - expecting SR report 

· LB 

· CREAM SGE plugin - expecting SR report 

· StoRM 1.10.0 - expecting SR report (new patch from EMI2 update 1) 

· IGE 5.2.1: 

· security 

· MyPROXY 

Worker Node inclusion in UMD2.1
As specified in the previous point EMI2 WN (candidates for UMD2) cannot be monitored by SAM v15, due to a bug in the org.sam.WN-SoftVer probe. This bug has been fixed in the SAM Update 17, which has problem in the DB update. SAM Update 17.1 should solve the DB issue, and is compatible with EMI-2 WN. Update 17.1 has been released by SAM team the last days of last week.

Proposal: 

· This week should be enough for the staged rollout of the SAM 17.1 

· If the staged rollout goes well, EMI2 WN will be released in UMD2.1 

· If SAM 17.1 fails the staged rollout, EMI2 WN will not be released in UMD 
To test in Staged rollout SAM 17.1 (released last Friday to patch the problems found by early adopters in version 17), there is the need to update a nagios v15, the early adopters already deployed Update17 (problems have been fixed with a workaround), so new EA are be needed.

T.Ferrari: If WN is not included in UMD2.1, it would be worth to reconsider the release schedule of UMD to have an update in September.
P.Solagna: This possibility was already explored within SA2, we will wait the release of UMD2.1 to assess if there are any urgent components not already released.

Operational issues

Apply vulnerability patches 
First advisory circulated: all the services have been patched 

Second advisory circulated (related to a second vulnerability) 

· Deadline August 20th 

· Deadline not officially stated in the first advisory as the procedures do not have hard deadline for non-critical vulnerabilities.

· A reminder will be sent during this week, with a deadline, to sites who did not applied the patch.

· Please, make sure that sites follow up this issue 

Tests of UMD WN 
One action for the NGIs defined during the July 16th meeting was to provide information about test performed by the supported VOs on the EMI WNs, the wiki page to use for this purpose is. A |wiki page has been set up to collect the summary of the tests. 

· Currently no data in the wiki page 

· Which is the status of this activity in the various NGIs? 

M.David: Early Adopter reported that they’re running tests on CMS in UK.
T.Kouba: NGI_CZ has only EMI1 Worker Nodes. We can report all the VOs running on these worker nodes. We do not have official statement from VOs, but no VOs reported problems running on our sites.

P.Solagna: For the other NGIs is important to provide the resource for testing (few worker nodes from UMD release), and to encourage the VOs to submit job e monitor their execution on those WNs.

AOB

Next meeting
Proposed date for the next meeting: Monday August 20th h14:00
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