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AGENDA BASHING

Middleware releases and staged rollout

Update on EMI release activities 
Cristina Aiftimiei presented the status of the EMI software release activities.

EMI released a fix for the bug of the CREAM resource provider, details below.
Next update expected: September 20th 2012:

Currently the products are being deployed in the testbed, for this update the candidates are:

EMI-1:
· ARC gridftp server v.1.1.1 

· ARC Infosys v.1.1.1 

· ARC Clients v.1.1.1 

· ARC Core v.1.1.1 

· ARC CE v.1.1.1 

· A-REX wakeup thread is stuck 

· nordugridmap does not apply specified filters 

· cannot use dcache SRM 

· arcproxy fails to PUT credentials to MyProxy server when UI has one second desync 

· arcproxy not creating a proxy 

· arcproxy prints misleading ERROR when one of VOMS servers is unavailable 

· arcstat -a doesn't ask the status of all jobs if there is a problem for one of the jobs 

· WMS v. 3.3.8 fixing: 

· a bug that prevented the job to report the Done status with user exit code = 0 (Done ok was reported instead); 

· a crash in the condor gridmanager caused by an unexpected, but valid, ordering of some ldap attributes; 

· a bug that prevented submission to the ARC CE due to a wrong operator in the RSL string. 

· Detailed information about submitter's DN, FQAN, IP and job destination queue is now logged on syslog. 

EMI-2:
· CREAM v. 1.14.1 

· CREAM doesn't transfert the output files remotely under well known conditions 

· CREAM cannot insert in the command queue if the lenght of the localUser field is > 14 chars 

· Malformed URL from glite-ce-glue2-endpoint-static 

· Better parsing for static definition files in lcg-info-dynamic-schedule 

· dCache v. 2.2.4 

· Extended Release Notes 

· EMIR v.1.2.0 

· EMIR server Release Notes 

· EMIR client Release Notes 

· UNICORE/X6 v. 5.0.0-2 

· all probes were adapted to UCC 6.5.0 

· dependency upon registry address in some probes has been removed 

· check_workflow has been rewritten to the synchronous version 

· a new function was added to check_application: "number_of_lines_between" 

· a new probe, check_activemq, was added 

· bug in check_servorch due to api change has been fixed 

· invalid rss parsing in check_versions has been fixed 

· a missing dependency upon package poppler-info has been added 

· trust delegation support has been added to check_workflow 

· WNoDES v. 2.0.2 

· WNoDES_Hypervisor: 

· check disk space on the HV before copying an image 

· fix permissions when creating LOCAL_REPO_DIR 

· at boot time the bait says connection refused 

· check mandatory parameters in the conf file 

· WNoDES_Bait & WNoDES_Nameserver: 

· local variable 'bmod' referenced before assignment 

· check mandatory parameters in the conf file 

· Documentation: 

· update doc for failure when logical volumes are not defined 

ARC products cannot be released in UMD-2 because a problem between client and server, the fix is being produced by the developers, but for EMI-2 they won’t be released before October.

Other components expected for October: DPM/LFC, WMS, Hydra (First release in EMI, likely only for EMI2), L&B (fixing an important issue caused by an update of the components in the operation system).
Staged Rollout update

Mario David reported about the Staged Rollout activities.
UMD-2.2.0: tentative release date for 8 October 2012. 

Some products ready in the UMDStore area, all SW provisioning done with success: 

· CREAM-SGE 2.0.0 

· LB 3.2.6: but a new version is in the loop now 3.2.7, so that 3.2.6 maybe set to unpublished 

Products in staged rollout: 

· From EMI2: 

· MPI 1.3.0 

· UNICORE UVOS 1.5.1 

· From IGE: 

· Globus Default Security 5.2.1 

· Globus Security Integration 2.2.0 

· Globus MyPROXY 5.6.3 

· Gridway 5.10.2 

Products in verification: 

· UNICORE HILA 2.3.0 

· All ARC 2.0.0 products: we are waiting for the next release in order to fix some bugs, this version should be set to unpublished. 

UMD-1.9.0: does not have a release date yet, but there are some products from IGE in staged rollout now: 

· IGE-SAGA 1.6.1 

· IGE-GridSafe 1.0.1 

· IGE-GridSAM 2.3.1: No EA for this one 

ARC 2.2.0 will not be in the next UMD update, since it will not make it for the September’s EMI update.

Operational issues

Bug in CREAM resource information provider 

The current UMD2 version of CREAM has a bug in the resource information provider: GGUS ticket.
The problem is that the RunTimeEnvironment tags are converted to lowercase in the information system. GLUE1.3 specification is not case sensitive (while GLUE 2 is), but applications that use the RunTimeEnvironment tags for resource matchmaking may have case sensitive algorithms. 

· The issue is already in the UMD2.1 release notes 

· EMI rolled back to the previous version of the script, re-versioning it as "lcg-info-dynamic-software-1.0.7-2.emi". This version is available in the EMI repositories. 

· This fix is only for GLUE1.3 not GLUE2.0 

· The fix will be pushed into UMD as soon as possible 
· Update: The fix has been released after the meeting as UMD2.1.1 

Relevant sessions at the EGI Technical Forum 
· Tuesday 18th September 

· Double session of presentations about new products and new features from the EGI's technology providers latest releases 

· Featured topics: DPM, dCache, STS, EMIR, storage federations, messaging services, CREAM HA 

· WNoDeS demonstration and tutorial 

· Wednesday 19th September 

· EMI 2 tutorial for system administrators, extensive tutorial session featuring: YAIM, CREAM, DPM, BDII and WMS 
· Update: Detailed program:

· 11:00 Configuring EMI services through YAIM (Cristina A.)
· 12:00 Site BDII installation and configuration (Cristina A.)
· 14:00 CREAM installation, configuration and troubleshooting (Paolo A.)

· 15:00 WMS installation and configuration (Emidio G.)
· 16:00 DPM migration, from glite 3.2 to EMI (Emidio G.)
· 16:45 An introduction to EMIR : installation, service configuration,  demonstration of a working configuration instance (Ivan M.)
· For each session, there will be available a (limited) number of virtual machines where the participants can follow the hands on being performed by the speaker.
The trainings will be broadcasted at this URL :  http://connect.ct.infn.it/emi-training-at-egitf12
Registration is not required, remote participants can sign as guest, provided that they insert their real name, followed by their institute.
Feel free to broadcast this information through your channels.
· Thursday 20th September 

· session on Job management services and batch systems 

· Featured topics: SLURM, GridWay and more 

· EMI training for the management of security tools 

· Featured topics: STS, CANL, Hydra, Argus and gLExec 

There are more relevant sessions for the operations, i.e.: OMB workshops, OTAG and the GGUS advisory board. A detailed mail with the relevant sessions of the technical forum will be circulated later today. 

Emir Imamagic wants also to stress that in the OTAG agenda (Friday) there are important topics about the regionalization of operational tools. NGI are kindly requested to participate to provide their feedback, and participate to the discussion/decisions.
AOB

Next meeting
Proposed date for the next meeting: Monday September 24th h14:00
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