SoS, implementation of realistic cyclic and dynamic workflows (3406)
	Unique ID of the requirement
	#3406

	Title of requirement
	implementation of realistic cyclic and dynamic workflows

	Reference
	https://rt.egi.eu/guest/Ticket/Display.html?id=3406

	Priority
	0

	Submitter
	Computational Chemistry (VO discipline) – COMPCHEM

	Status at TCB
	Endorsed

	RT ticket belonging to this requirement
	implementation of realistic cyclic and dynamic workflows: https://rt.egi.eu/guest/Ticket/Display.html?id=3406

	Description of the requirement 
	The aim is to make better use not only of the various gLite computational resources (in particular through the implementation of realistic cyclic and dynamic Workflows)  but  also  to exploit the possibility to bridge well-defined HPC clustered  infrastructures. To achieve this, they suggest:
1) Implement a first JobType called a-Workflow (acyclic Workflow) enabling static Workflows formed by ordered-dependent Job Collections to be run on both the Grid and a HPC platform.
2) Implement a second JobType called c-Workflow (cyclic Workflow) enabling dynamic Workflows running Single Jobs which run transparently on both the Grid and one or more HPC platforms, according to their preliminary definition.

	Related tickets in the EGI Helpdesk 
	None.

	Goals and objectives
	1) Implement a first JobType called a-Workflow (acyclic Workflow) enabling static

Workflows formed by  ordered-dependent Job Collections to be run on  both the 

Grid and  a  HPC  platform (in  this  respect  see  also  the  so  called HPC  JobType), 

according to the following simplified schema:
JobType = a-Workflow;

Dependencies = [ {hpc,htc} || {htc,hpc} ];

Nodes = [

  hpc = [

    description = [

      JobType = "HPC";

      <I/O, addressing common specs>

      Nodes = {[

        <I/O specs>   

      ],[

        <I/O specs>

      …

      ]}

    ];

  ];

  htc = [

    description = [

      JobType = "Collection";

      <I/O common specs>

      Nodes = {[

        <I/O specs> 

      ],[

        <I/O specs>

      …

      ]}

    ];

  ];

];

2) Implement a  second  JobType called  c-Workflow  (cyclic  Workflow)  enabling dynamic Workflows according to the following example:
JobType = “c-Workflow”;

// Nodes definition

A = [<I/O, addressing and other specs>];

B = [<I/O, addressing and other specs>];

C = [<I/O, addressing and other specs>];

…

StartingNodes = {A};

// Static and/or Dynamic dependencies

Dependencies = {{A, if(var1>1, A, B)},{A, if(var2>1, C, []}}

…

Where A, B and C have to be considered as Single Jobs which  run transparently on both the Grid and one or more HPC platforms, according to their preliminary definition. In this respect, c-Workflows comprise a-Workflows even if various data management issues have to be taken into account for this more general approach.

	Impact
	Unknown

	Affected services
	WMS, new deployment of GridWay if selected


Name: Implementation of realistic cyclic and dynamic workflows
Assessed Requirements:
· #3406 - implementation of realistic cyclic and dynamic workflows
Executive Summary

Following an assessment of the requirements, there appear to be three alternative solutions:

1. Implement the support within WMS: we suggest that mixing Grid and HPC resources should be done outside the WMS, as the WMS only manages Grid jobs. However, we are not aware if managing HPC resources is in the roadmap of the WMS. If this option were attempted, adding support for complex workflows to WMS is judged to be difficult to satisfy this requirement.

2. Programmatic definition of workflows using GridWay: Cyclic workflows can be more easily implement in a programmatic way. In fact, GridWay could be (and has been) used for this, following a master/worker approach and taking advantage of the synchronization capabilities of the DRMAA API which is supported in GridWay or the GridWay CLI. See:

a. http://www.gridway.org/doku.php?id=documentation:release_5.12:ug#workflows 
b. http://www.gridway.org/doku.php?id=documentation:release_5.12:dg#master-worker
However, this approach lacks visual support.
3. Use of a workflow engine with visual support: P-GRADE, Taverna or Kepler? In the past, they have been used in EGEE so it shouldn't be very difficult to adapt them to EGI. Moreover, these tools are usually equipped with plug-ins providing access to HPC resources.
Efforts assessment
For each solution:

1. Implement the support within WMS: this is beyond IGE’s remit and technical expertise, so cannot be estimated.

2. Programmatic definition of workflows using GridWay: effort assessment to be provided.
3. Use of a workflow engine with visual support: based on work already achieved in EGEE, but beyond IGE’s remit and therefore difficult to estimate.

Milestones and timelines
N.A.
Resources
N.A.
Risks
N.A.
Constraints
N.A.
Assumptions
N.A.

