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EGI-InSPIRE

OMB Meeting 26 October 2010
Notes
Meeting Agenda: https://www.egi.eu/indico/conferenceDisplay.py?confId=150
1 Attendance
Tiziana Ferrari (TF)
EGI.eu (chairman)

Gergely Sipos               EGI.eu

Damir Marinovic          EGI.eu


Mats Nylen

NGI-SE

Andres Waananen
NGI-DK, UCPH



Vera Hansper

NDGF, CSC

Mario Reale

IGI, GARR TSA1.7

Claire Devereux
UK, STFC

Helene Cordier

NGI France, IN2P3 and CNRS

Tim Dyce

APGU, UNIMELB

John Gordon

UK, STFC and TSA1.5

Ron Trompert

NCF, SARA and TSA1.7


Goncalo Borges

IberGrid, LIP


Miroslav Ruda

Metacentrum, CESNET

Alex Stanciu

NGI-RO, ICI


Malgorzata Karkowian
NGI PL, CYFRONET and TSA1.7 (COD)
Marcin Radecki

NGI PL, CYFRONET and TSA1.7 (COD)
Christos Kanellopolous
GRNET, AUTH and TSA1.8

Lukk Uljee

NCF, SARA and TSA1.7 (COD)



Alexander Kryukov
RU-NGI, Moscow State University

Mingchao Ma, 

UK NGI, STFC and TSA1.2

Andres Aeschlimann
NGI CH, SWITCH

John Walsh

Grid Ireland


Nicolai Iliuha

RENAM, IMI Moldova
Paolo Veronesi              IGI, INFN and BDII 2nd level supporter
Vladimir Slavnic           NGI RS, IPB
Emrah Akkoyun              NGI TR, Tubitak Ulakbim
Jinny Chien                     Asia Pacific ROC, ASGC
Pekka Lehtovuori             NDGF, CSC
Dimitris Zilaskos             TSA1.8, AUTH
Mario David                    IberGrid, LIP and TSA1.3
Jan Astalos                      Slovak Grid, UI SAV
Andoena Balla                 CyGrid, UCY
Sergio Diaz Montes          Accounting Portal Product Team
Ioannis Liabotis                NGI GR, GRNET
Emir Imamagic                 NGI HR, SRCE and TSA1.4
Danica Stojiljkovic           NGI RS, IPB
Onur Temizsoylu              Tubitak Ulakbim
Tore Mauset                     UNINETT Sigma
2 Summary of Actions

ACTION 1 (TF): to request the gLite collaboration to publish an official end of support schedule on the web, when the final schedule will be approved.
ACTION 2 (TF/Daniele Cesini): to contact developers of the ACE component to discuss when these changes can be introduced in the tools, and inform the OMB about the related timescales.
ACTION 3 (D. Zilaskos for the OLA task force): to draft a procedure for the introduction of new service types/Nagios tests to be included in availability/reliability computations. In addition, the task force should consider the possibility to distribute different league tables (with and without CREAM test results for comparison reasons).
ACTION 4 (P. Veronesi): to distribute information to the OMB mailing list on how to check BDII freshness of site and top-level BDIIs through gstat. 
ACTION 5 (V. Hansper): to contact ARC developers to define a solution/workaround to avoid BDII freshness failures in sites deploying ARC, and update the NOC managers mailing list.
ACTION 6 (TF, E. Imamagic): to clarify Nagios probe terminology (use of CRITICAL), at this page https://wiki.egi.eu/w/index.php?title=Critical_SAM/Nagios_Probes

ACTION 7 (TF/JRA1): discussion of a replacement of SAM Administration Portal for the certification of uncertified sites.

ACTION 8 (S. Diaz Montes): to verify the possibility to implement a workaround to preserve accounting information of decommissioned ROCs/NGIs. Deadline - end of the week
ACTION 9 (Mingchao): to discuss responsibilities (COD vs other entities) in case of site suspension for security issues.
3 gLite 3.1 end of support schedule
TF presents the draft gLite 3.1 end of support calendar proposed by the gLite Collaboration. The proposal only concerns components that are already released in gLite 3.2. The feedback gathered from NGIs on RT mostly concerns WN and UI (applications may be not ready to run on sl5). TF proposes that the draft calendar to be accepted with the exception of UI and WN, whose end of security updates should be postponed to end of April 2011 (the first released of EMI is scheduled at the end of April 2011) to give extra time to VOs to test/port their software to SL5.   
Discussion.

· Request to have an official calendar defining the end of support schedule of gLite 3.1 components. ACTION 1 (TF): to request the gLite collaboration to publish an official end of support schedule on the web, when the final schedule will be approved.

· R. Trompert (NGI NL): reported issue for DPM as SUN disk servers at SARA – deployed in the WLCG T1– cannot be upgraded to SL5. The end of life of this hardware is 18 months from now. J. Gordon: this issue shouldn’t be a showstopper as already discussed at the WLCG Grid Deployment Board, and as confirmed by personnel representing SARA at the GDB.
· Impact of migration on applications? TF: a questionnaire has been distributed to all VOs in the framework of the NA3 activity. No VOs so far reported issues with the draft proposal. H. Cordier: no additional input from VOs collected so far by her. The extension of support to April 2011 is ok. 

· V. Hansper: Baltic regions may have issues with upgrading 32 bit hardware, in any case this is not a showstopper, some Baltic countries may consider to move to other middleware or to upgrade their hardware to 64 bit. Countries affected are: Estonia, Lithuania, and Latvia. TF: by requesting that gLite 3.1 WN support is extended by 3 additional months, extra time will be available to procure new hardware.
Decision. The draft gLite 3.1 end of support schedule with the extension of security support for WN and UI to end of April 2011 is approved. TF will communicate this decision to the EGI Technical Coordination Board.
4 Addition of CREAM Nagios results into the monthly site availability calculations
TF: currently CREAM Nagios tests are not considered in the computation of monthly statistics. The consequence of this is that currently in case of sites that only have CREAM CE instances, statistics just consider BDII and SRM test results, so the availability calculation engine ignores the CE service type. You can see this for example for the INFN-Parma site, which only deploys CREAM (see link in agenda). In addition to this, CREAM CE lcg-CE and ARC are currently considered different services types, so test results are combined through a AND operation instead of OR. This should be changed as the aforementioned components are actually different implementations of the same capability. Generally speaking, according to the availability computation algorithm, tests per service type are ANDed (see GGUS ticket in agenda). R. Trompert: 11 in the Netherlands currently just deploy CREAM as CE implementation. J. Gordon: WLCG is encouraging sites to migrate to CREAM.

Decision. All NGI representatives agree on introducing CREAM CE tests in the monthly availability/reliability statistics. In addition, all agree on the need to consider ARC, CREAM and LCG-CE as different implementations of the same service type (OR operation needs to be used to combine test results, this is relevant for sites that deploy different CE implementations at a time).

Action (TF/Daniele Cesini): to contact developers of the ACE component to discuss when these changes can be introduced in the tools, and inform the OMB about timescales.
G. Borges: We need a procedure when a new service type or a new test need to be included in the availability/reliability computations. 
All: It is important that any change applied does not disrupt availability statistics. 

TF: when new tests/service types are introduced two sets of “league tables” can be generated of which one set is official and the second is produced for comparison reasons (as already done when migrating from old SAM to Nagios). Probably a procedure/different league tables are not needed in this specific case (CREAM) as CREAM Nagios tests have been running for quite some time and are used for WLCG-specific availability/reliability statistics, so we are confident that those tests (and CREAM itself) are running well, however in general a procedure is felt to be needed. 

Action (D. Zilaskos for the OLA task force): to draft a procedure for the introduction of new service types/Nagios tests to be included in availability/reliability computations. In addition, the task force should consider the possibility to distribute different league tables (with and without CREAM test results).
5 org.bdii.freshness test set to critical as of 1.11.2010
M. Radecki. The BDII freshness Nagios test is important to check the freshness of BDII information. Stale information is a symptom of a service malfunction (in particular, of the BDII update process) and has a strong impact on Grid functionality. This test has been distributed with the August Nagios release, and fails if data hasn’t been updated for 1 h or more. This test concerns both site and top-level BDII. 

NGIs consulted on the OMB mailing lists already agreed on turning this test critical, this meaning that that a test failure notification will trigger an alarm in the operations dashboard. 

Discussion on the date from which the test will be set to operationally critical.

· H. Cordier reminds that several BDII critical issues are waiting to be addressed by the developers. TF: already contacted the DMSU (M. Gronager) to raise the attention on several BDII bugs.

· A. Waananen: There are problems with ARC sites. For these the information system does not match the information schema of gLite and the concept of a site BDII. Currently this has been solved for sites within the NDGF region, which have a special site BDII. However, other “standalone” ARC sites currently do not have a standard solution. A ARC site BDII hack for a local Tier3 site was attempted to solve the issue, it  now does pass the various tests, however we need to find a general solution for this. V. Hansper: ARC has its own information query system. Action (V. Hansper): To contact ARC developers to define a solution/workaround to avoid BDII freshness failures in sites deploying ARC, and update the NOC managers mailing list.
Action (P. Veronesi): to distribute information to the OMB mailing list on how to check BDII freshness of site and top-level BDIIs through gstat in his function of 2nd line BDII supporter.

Decision. The Org.BDII.Freshness test will be turned to critical starting on Dec 01 2010, local site managers and ROD teams need to be informed accordingly. 
TF: please all NGIs inform operations staff and site managers. 

6 modify the APEL-Synch tests to only check results for the last 13 months
C. Devereux: for APEL we provide two different tests, APEL-Pub and APEL-Sync. APEL-Pub is a critical test (from an operations dashboard point of view); APEL-Sync is not. These tests are both run centrally.

APEL-Synch is a test which checks if discrepancies are present between all historical data of a site (currently since January 2008) in the site’s local database and in the central database. In case of discrepancies, an error is raised (this is a symptom of a synchronisation problem).
The problem in our case (the reason why more sites are failing the APEL-Sync test) is that this test is calculated by checking all the historical data of a site.  This means that if a site has published correctly all the accounting data, except, for example, for some records in January 2008, the APEL-Sync Nagios test today will fail. We have two different proposals:

(1) Reduce the window to calculate the results of the APEL-Sync tests to 13 months only. Any unsynchronised data before that won’t produce an error.
(2) Remove the status “CRITICAL” for the APEL-Sync test and only return a “WARNING” if there are discrepancies.
The APEL-Synch test is relevant only for those regions where sites are publishing usage records directly into the central DB (this is for most of the NGIs). NGIs that are publishing summarized records (e.g. NDGF, Italy) are not concerned in this discussion.

All: it is important to clarify the meaning of “critical” which is used with different semantics depending on the context. TF: Vocabulary is out of scope of this agenda, but we will record this an action (TF) that requires work in the coming months. Terminology will be clarified at this link:
 https://wiki.egi.eu/w/index.php?title=Critical_SAM/Nagios_Probes
Decision: solution (1) is adopted, i.e. the APEL-Synch test will fail in case of discrepancies in the last 13 months only. 
7 New procedures - NGI creation procedure; ROC decomissioning procedure; COD esclation procedure
M. Radecki (see slides)
1) NGI creation procedure
A few (minor) additions are discussed. The critical change discussed in the replacement of the use of SAM Admin Portal for test of uncertified sites. The alternative solution is the use of Nagios, but this currently requires a dedicated Nagios setup as uncertified sites are not available from production top-BDII. CERN is a possible candidate for this. J. Gordon: a central Nagios infrastructure for monitoring of uncertified sites is not suitable, as now the monitoring infrastructure is totally distributed. 

G. Borges: monitoring of uncertified sites has been a topic for discussion as documented in https://rt.egi.eu/rt/Ticket/Display.html?id=302.  

TF: as no objections were raised about the changes proposed with the exception of the replacement of the SAM Admin Portal, TF proposes that SAM AP usage is maintained in the procedure until a replacement has been agreed by all NGIs.

Decision. All additions to the new NGI certification procedure are approved with the exception of the replacement of usage of SAM Admin Portal, which for the time being will remain the official tool for certification of uncertified sites. Entry into force 1st December 2010.
2) ROC decomissioning procedure
Discussion about the need to preserve accounting information for operational structures such as ROCs and NGIs, after they are decommissioned: https://gus.fzk.de/ws/ticket_info.php?ticket=62256.
NGIs are unanimously in favour of this. 
TF: Different technical solutions are possible: with some changes in GOCDB and the accounting portal, historical ROC/NGI information could be made available for future tracking. Given the current turnover of personnel in different JRA1 product teams, a workaround needs to be defined. Discussion can be tracked at: https://rt.egi.eu/rt/Ticket/Display.html?id=493
ACTION (S. Diaz): to verify the possibility to implement a workaround to preserve accounting information of decommissioned ROCs/NGIs. Deadline - end of the week.  

TF: If a workaround is defined that needs manual intervention, this has to be properly reflected (until an automatic mechanism is in place) in the decommissioning procedure. 
Decision. The ROC decommissioning procedure is approved. The procedure will be reviewed as soon as a solution to keep track of historical accounting information of decommissioned operational structures is defined. Entry into force 1st December 2010.
3) COD escalation procedure
Presentation of a revised COD escalation procedure (as followup of the discussion started at the September OMB where a first draft was presented).

For the time being the COD escalation procedure will be distinct from the procedure to collect availability/reliability justifications, as the COD escalation procedure is based at the moment on the responsiveness to alarms that are notified through the operations dashboard.
Discussion about the actions that COD can undertake if a problem is not solved in a given timeline. TF suggests to remove any reference to the possibility to suspend by COD, as the real criticality/impact of an operational issue on user activities, depends on the type of alarm. This is accepted by the authors of the procedure.

TF: is the current escalation procedure applicable for security issues? 
Mingchao: in agreement with COD SA1.2 will follow the same procedure for escalation, but CSIRT is working on a dedicated suspension procedure for security. The draft will be presented in the framework of the next OMB.
M. Radecki: No alarm on dashboard when you fail 3 month to provide 50 % of availability. 
M. Karkowian: There is separate procedure for availability followup. 
Mingchao: who is responsible of suspension in case of security issues? COD or an alternative entity? 

ACTION (Mingchao): to discuss responsibilities (COD vs other entities) in case of site suspension, especially for security issues with COD representatives.
Decision. Procedure is approved – entry into force 1st December 2010. 

8 Proposal of Policy Development process (PDP) in EGI.eu

D. Marinovic (see slides)

A process for procedure and policy development is needed especially when these concerns multiple areas (eg. Operations, user communities, software development etc.).

Discussion about the difference between policy and procedure, thus, different approval and review workflows. 

Mingchao: The EGI Computer Security and Incident Response Team - EGI CSIRT should be included in the overview of groups within the security functional area. D. Marinovic: acknowledged, the document will be updated accordingly. 
9 Update from OLA Task Force
D. Zilaskos (see slides) 

The OLA Task Force was formed in September 2010 after the EGI Technical Forum. The plan is to develop a roadmap for extensions of existing OLAs and the definition of new ones to be proposed to the OMB for discussion/approval. The plan is to produce a proposal for mid November to be distributed to the noc-managers mailing list for discussion. A companion document will be written in collaboration with JRA1 (D. Cesini) to summarize the new use OLA cases and the related impact on existing relevant tools. 
10 AOB
A) 2nd Quarterly report 
TF: QR2 covers 3 project months until end of October 2010, instruction were distributed. One to two pages of input per task and per NGI are enough – mentioning key activities. 
· 26 October: deadline for the written report, 
· 2nd of November: deadline for submitting amended installed capacity per NGI

B) Face to face meeting in January 24-25 2010.

Session 1: OMB on network support 24/01, 11:00 

Session 2: New NGIs session, 24/01, afternoon

Session 3: General OMB, 25/01 9:00

Session 4: OTAG, 25/01 14:00

Face to face meeting approved. 
C) UPDATE on requirements gathering for middleware capabilities until April 2011. 
TF: input is very important to drive software development activities until April 2011. All NGIs who have not provided feedback so far are solicited to do so as soon possible.

All requirements will be collected and harmonized in a document to be distributed to the noc-managers list. Requirements gathered so far are consistent and non-controversial. 

D) H. Cordier: Case of global VO that needs to change name. Opening GGUS ticket? 
Yes, the “VO user community” Support Unit in GGUS is responsible of this. 

E) Next meeting 23 November 2010 (via EVO).
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