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Computational resources

I don’t see resource allocation time information in the parameters, shouldn’t it be part of the OLA as well?
1. Total guaranteed normalized agreegated computing time [h] - main metric, (required for computational resources)
Total agreegated computing time allocated for user’s jobs (use of resources).
Example: For two jobs running paralelly on 10 slots for 24 hours total normalized aggregated computing time equals 2*10*24h=480h
The time can be normalized according to slots efficiency. TF: I do not understand the concept of slot efficiency. Do you mean time should be normalized to be a factor of HEP SPEC? Efficiency is accessing data?
User can use resources to the limit defined by the value of this metric. If the limit is reached, user cannot use more resources allocated.

User receives guarantees that she will be able to use all resources specified by the value of this metric, provided that her use of resources will be steady. 
Example: If a user is allocated 20 hours for 5 days then steady use of resources equals 20/5=4 hours a day.
2. Maximum job walltime [h] (optional)
Maximum walltime of a single job. When this value is exceeded the job may be aborted by provider.
Example: if this metric is set to 72h and user submitted a 4-slot job, it will be aborted by provider after 72 hours (number of used slots does not influence job walltime).
User can expect that jobs lasting shorter than the value of this metric, will not be aborted by provider.

TF: one recent comment I received is that the max job wall time should be a factor of HEPSPEC (power of the allocated CPU) rather than an abosolute value. If the job lands on a slow CPU, the chance of having the job killed increases
3. Maximum job parallelism [no. of cores] (optional)
Maximum number of cores used by a single job at one time. Jobs requiring more cores than specified in this metric will not be processed.

User can expect that jobs requiring parallelism smaller than defined in this metric will be accepted.
4. Maximum number of slots used concurrently [no. of slots] (optional)
Maximum number of slots used by all jobs at one time. If starting of a new job can cause exceeding of this value, its start will be postponed.  TF: do users have control of the actual submission rate of jobs? Seems a difficult parameter to enforce concretely.
5a. Total reservable computing time [h] (optional)
Aggregated computing time which can be used by user within resource reservation. Granting this metric to the user means a site’s declaration that a resource reservation will be given to user providing she follows an appropriate procedure of applying for a reservation.

An active reservation is a guarantee that a job will be started immediately after submission. After submission to the batch system? Needs clarification
Computing time accounting method is as defined in Metric 1. Computing time specified in this metric is a subset of time defined in metric I. A number of slots that can be reserved at one time is defined in metric 5b. 

Time used by reservation shall be accounted as time used from metric I regardless of any job running within the reservation.
5b. Reserved slots [no. of slots] (optional)
(This metric can only be used if 5a is specified)

Maximum number of slots available within a reservation - computation realized with no delay after submission, defined in metric 5a.

User can expect a request for resource reservation to receive a positive reply if number of reserved slots specified in the request does not exceed number of slots declared in this metric.
6. Maximum RAM [GB] (optional)
Maximum RAM that a user’s application can use per slot.

User can expect that if a job uses no more than the amount of RAM per slot defined in this metric it will be started. In addition, user can expect that there will be free RAM of the amount defined in this metric, for each slot used by the job. 

If a job uses per each slot more RAM than the amount specified in this metric, it can be aborted.
7. Maximum scratch space [GB] (optional)
Maximum scratch space volume that a user’s job can use per slot.

User can expect that scratch space will be granted to each slot used by their job up to the limit defined in this metric. Using more scratch space than defined in this metric may not be possible.

A job can be aborted if it uses more scratch space per each slot than the amount specified in this metric
8. Additional non-guaranteed total computing time [h] (optional)
Additional agreegated computing time allocated. 

Time is defined as in metric I. The difference is that computing allocation is provided based on opportunistic mode. 

(This metric is an additional limit to be used after user has used all resources defined in Metric 1.)
Storage resources
9. Total storage space [GB] (required for storage resources) 
Limit of long-term storage space (a.k.a. soft quota). 

The sum of storage space used by user should not exceed the value of this metric at any given time.
10. Additional storage space [GB] (optional)
Additional storage space that can be used after exceeding metric 9 (a.k.a. hard quota - soft quota). 

This storage is not guaranteed.

Default value is 0 GB.
11. Maximum time allowed for soft quota exceeding [days] (optional)
Maximum time in which storage space defined in 10 can be used.

Default value is 7 days. Does a default make sense at all, given the different resource centres available in EGI?
12. Maximum data production rate [GB] (optional)
Maximal daily data production rate for which capacity is guaranteed. Term production is not clear. Do you mean inbound and outbound agrregate traffic rate from a network point of view?
Shouldn’t be a minimum  included as well?
13. Maximum time between backups [days] (optional)
Maximum time between backups. I guess backup  of data is optional, should we have a mandatory parameter first that defines IF data is being replicated/backed up or not at all?
User receives guarantee that backups will be performed no less frequently than the value of this metric.
