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VERCE supports seismology research by developing a data-intensive e-science 
environment

Goals:

➔ Combine computing infrastructures (EGI, PRACE, CLOUD) and local resources

➔ Access to European data archives and services

➔ Workflow tools and Registries

➔ Data Management and Provenance System

➔ Software as a service via the VERCE Science Gateway  (http://portal.verce.eu)

http://portal.verce.eu
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Two classification of use cases in VERCE

HPC Use cases

➔ Generation of synthetic 
seismograms enabling evaluation 
and comparison of various Earth 
Models 

➔ Data source: Configuration files, 
input data, mesh and models consist 
of roughly 300MB

➔ Intermediate data:~ 4GB of data 
produced after mesh processing.

➔ Results:Synthetic seismograms, 
plots, 3D images, Videos. 
(100 stations = 900 products and 
metadata ) 
5-10 GB for a 1000 cores run

DI Use cases

➔ Processing real data from stations 
and noise cross-correlation to 
analyse and study various Earth 
Models

Typically:
➔ Data archive 382 GB
➔ 1-day stack for 210 pairs, 1 filter 5.9 

GB
➔ REFs for 210 pairs 13 MB
➔ Each moving-window stack for 210 

pairs, 1 filter 6.0 GB
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* MSNoise http://srl.geoscienceworld.org/content/85/3/715.full.pdf
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➔ Integrate resources available in different partner sites

➔ Preserve data policies of different partners

➔ Provide access based on scientific metadata

➔ Provide fast parallel data transfer capability to different applications

➔ Minimise the movement of data during processing

http://portal.verce.eu

Goals of a Data Management Platform
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iRODS is the backbone of this data platform that 
➔ Integrates iRODS installations at different partner sites

➔ Retains full data privacy and permission to administrators of each site

➔ Provides rules (triggers) and microservices to catalog/ingest data

➔ Includes interface to different types of data resources

VERCE has iRODS infrastructure setup and running in the following partner sites.

http://portal.verce.eu

iRODS in Partner sites
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CINECA, INGV and ISTerre  already use iRODS for 
managing user data in production environment.

http://portal.verce.eu
http://portal.verce.eu


➔ Further modifications to support the workflow is tested by VERCE developers

➔ iRODS installation at University of Edinburgh is used for these tests

➔ Currently this setup supports the workflows for HPC use case

➔ This has all the elements setup to support VERCE platform

➔ On successful evaluation, this configuration will be implemented in partner sites

http://portal.verce.eu

Test environment
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Elements of VERCE data platform (1/3)
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Test environment  setup using OpenNebula Virtual Machines 
at University of Edinburgh (EDIM1)
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MongoDB catalog is used to catalog 
metadata and provenance data

During forward simulation the provenance 
data is stored and associated with results 
stored in iRODS

In case of raw data, iRODS microservices 
extract and store metadata from file header 
based on events or rules

Different processing elements and 
applications query the catalog to get the files 
based on metadata

http://portal.verce.eu

Elements of data platform (2/3)

Seismology Data Management in VERCE Helsinki, 19th May 2014

iRODS and external catalog (EDIM1)
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iRODS provides GSI authentication

Typically data is generated from HPC 
or Grid resources. Moving this results 
to the data platform requires high 
throughput parallel transfer

Even though iRODS provides native 
parallel transfer capability between 
iRODS server and its client, using a 
standard transfer protocol like GridFTP 
is required with PRACE and EGI 
resources

CINECA has developed a GridFTP 
iRODS DSI to provide a standard 
interface for iRODS

http://portal.verce.eu

Elements of data platform (3/3)

* https://hpc-forge.cineca.it/trac/iRODS-Tools
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GridFTP Interface for iRODS (EDIM1)
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Client tools

iDrop-web

globus-url-copy

iCommands

iDrop-Desktop
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Web Interface and portal integration
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➔ Development of query services for this platform is in progress

➔ Investigating possibilities of pre-processing/downsampling data before shipping

➔ Distributed data preparation in data nodes triggered by user defined rules

➔ Workflow integration

To the future...
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➔ VERCE data platform allows integration of different partner resources

➔ Each partner retains the full access to their user data

➔ Better data access provided through metadata and provenance catalog

➔ GridFTP interface provides faster data transfer to compute resources

➔ Investigating ways to minimise data transfer during data processing

Beta version of portal available at:
http://portal.verce.eu/home
Demo:
https://www.youtube.com/watch?v=Tkr36KWowAA
Support:
http://portal.verce.eu/support

http://portal.verce.eu

Summary
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Beta version of portal available at:
http://portal.verce.eu/home

Demo:
https://www.youtube.com/watch?v=Tkr36KWowAA

Support:
http://portal.verce.eu/support

Connect with us

Website:
www.verce.eu

Email: 
info@verce.eu

http://portal.verce.eu

Thank you!
Questions?
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