
Visual Informatics and Computational Genomics 
using the Graphical Pipeline Environment

Ivo D. Dinov

http://www.LONI.ucla.edu
http://Pipeline.loni.ucla.edu

Presenter
Presentation Notes
 NAME: Ivo D. Dinov, PhD
 
AFFILIATION: Laboratory of Neuro Imaging (LONI), David Geffen UCLA School of Medicine, UCLA, Los Angeles, CA90095, USA
 
TITLE: Visual Informatics and Computational Genomics using the Graphical Pipeline Environment
 
ABSTRACT
Contemporary informatics and genomics research require efficient, flexible and robust management of large heterogeneous data, advanced computational tools, powerful visualization, reliable hardware infrastructure, interoperability of computational resources, and detailed protocol provenance. The Pipeline Environment (http://Pipeline.loni.ucla.edu) is a client-server distributed computational environment that facilitates the visual graphical construction, execution, monitoring, validation and dissemination of advanced data analysis protocols. This presentation will demonstrate hands-on several informatics and genomics applications via the Pipeline environment and emphasize the graphical management of diverse genomics tools, the interoperability of informatics tools, and Grid resource management. Examples of tools that will be showcased include EMBOSS, mrFAST, GWASS, PLINK, MAQ, SAMtools, Bowtie, GATK and others (http://pipeline.loni.ucla.edu/support/pipeline-workflows/). 
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Outline
• The Pipeline Environment

– Distributed multi-client/server computing
– Efficient resource integration environment
– Data I/O Interface for external DB access

• Pipeline Library of Tools
– Biomedical image processing tools
– Shape representation, modeling and analysis
– Statistical analysis tools

• Pipeline Applications & Genomics Demo
– Brain Mapping
– Informatics/Genomics

• Motivation
• Integrated  Protocol for analyzing Genomics Data
• Interoperable Tools: MAQ, SAMtools, Bowtie, etc.
cranium.loni.ucla.edu,  fgene1.bic.uci.edu, pws.loni.ucla.edu, …

• Computational Infrastructure 
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The Pipeline Environment
http://Pipeline.loni.ucla.edu

• Design, validation, execution and dissemination of 

heterogeneous workflows

• Tool discovery 

• Tool interoperability

• Distributed computing

• User-friendly access to data, hardware infrastructure

and computational neuroscience expertise

Dinov et al. (2010) PLoS, doi:10.1371/journal.pone.0013070
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Pipeline Tool Library



Tested Pipeline Genomics and 
Informatics Tool Library

• Bioinformatics BLAST

• EMBOSS Bioinformatics Workflows

• mrFAST

• GWASS Genomics

• PLINK GWAS

• Mapping and Assembly with Qualities (MAQ)

• Sequence Alignment and Mapping, SAMtools

• Bowtie, GATK, etc.

http://pipeline.loni.ucla.edu/support/pipeline-workflows/

http://pipeline.loni.ucla.edu/support/pipeline-workflows/�


Statistical Analysis Tools



Applications & Demo

• Brain Mapping
– Global and Local Shape Analyses

• These workflows take raw un-skull-stripped 
brain volumes for multiple subjects (1,000’s) 
from several groups, or a Study-Design, and 
generate a scene files containing the models 
of the ROIs where the groups are different 
(globally, per ROI, or locally, per vertex on 
the mean shapes)

• Informatics/Genomics
– Integrated  genomics data analysis Protocols
– Interoperable Tools: MAQ, SAMtools, Bowtie, GATK
– Multiple Servers



Infrastructure - Databases

• Raw Data (e.g., imaging, genetics, phenotypic, meta-data)
• Derived Data (e.g., Atlases, models, shapes, masks, labels)




Infrastructure – Grid Computing
• Pipeline Grid manager 

provides an efficient control 
of back-end hardware 
computational resources

• Job submission, user 
management and support
– SGE
– Permissions
– Ticketing
– Tutorials
– Batch/Pipeline
– SVN/CVS
– Dashboard

www.loni.ucla.edu/Resources/clustervisualization

http://www.loni.ucla.edu/Resources/clustervisualization�



Computational Infrastructure
Description Value

Grid

Number of Grid Nodes 380 nodes / 1,256 cores

RAM 8 – 16 Gigabytes / node

Speed 2.5+ GHZ per core

Specs Sun V20z and Sun X2200

Usage Stats ~16,000 average jobs completed/day (past 3 months)

Number Users 165 unique users (past 3 months)

Networking
Specs Mixed 1GB production and 10GB HPC networks

Usage Average: 20GB/sec.  Max: 80GB/sec

Bandwidth 100Gb+ total throughput to cluster

Disks
Capacity (online/offline) 250TB online capacity w/ 4PB+ Offline (tape) virtual storage

Specs (latency, bandwidth) Peak max 3 Gigabytes/sec

Number of Files 10,000,000,000’s

Web 
Services

IDA 1,000’s users per week

iTools 100’s users per week

Pipeline - web-server 100’s users per week

Pipeline

Queue pipeline.q

Usage ~12,000 avg jobs completed/day (past 3 months)

Node Allocation Dynamic,  approximately 75% of LONI’s HPC Resources

Users/Accounts 700+ authenticated users

IDA

(database)

number of projects 55

number of users >1,200

number of volumes DTI: 2,748; fMRI: 1,569: HISTO:  4; MRA: 1,204: MRI: 56,248; PET: 2,678 

disk-space 1PB

Average Monthly Uploads (2009) 1,200

Average Monthly Downloads (2009) 25,000



Integrated MAQ, SAMtools, Bowtie Workflow

Folded Pipeline Workflow
(Abstracting detailed calculations)

Presenter
Presentation Notes
ALIGNMENT and ASSEMBLY
 
A preprocessing step
Extracting a sub-sequence of the genomic sequence. This step is not required, but may be useful for some preliminary tests and protocol validation. It restricts the size of the sequences and expedites the computation.
 
Input: fastq reads files output of Illumina sequencing pipeline (sequence.txt files)
Tool: LONI Sub-Sequence extractor
Server Location: /projects1/idinov/projects/Pipeline_genomics_informatics_2011/scripts/extract_lines_from_Textfile.sh
Output: Shorter sequence.fastq file
 
I.1 STEP#1: conversion of solexa fastq in sanger fastq format
 
Input: fastq reads files output of Illumina sequencing pipeline (sequence.txt files)
Tool: MAQ (sol2sanger option): Mapping and Assembly with Quality
Server Location: /applications/maq
Output: sequence.fastq file
 
I.2 STEP#2: conversion of fastq in a binary fastq file (bfq)
 
Input: sequence.fastq file
Tool: MAQ (fastq2bfq option)
Server Location: /applications/maq
Output: sequence.bfq file
 
I.3 STEP#3: conversion of the reference genome (fasta format) in binary fasta
 
Input: reference.fasta file (to perform the alignment)
Tool: MAQ (fasta2bfa option)
Server Location: /applications/maq
Output: reference.bfa file
 
I.4 STEP#4: alignment to a reference genome
 
Input: sequence.bfq, reference.bfa 
Tool: MAQ (map option)
Server Location: /applications/maq
Output: alignment.map file
 
I.5 STEP#5: conversion map file to bam file
 
Index the reference genome
 
Input: reference.fa
Tool: samtools  (faidx option)
Server Location: /applications/samtools-0.1.7_x86_64-linux
Output: reference.fai
 
b. MAQ2SAM
 
Input: alignment.map file
Tool: samtools  (maq2sam-long option)
Server Location: /applications/samtools-0.1.7_x86_64-linux
Output: alignment.sam file
 
c. SAM to full BAM
 
Input: alignment.sam, reference.fai file
Tool: samtools  (view -bt option)
Server Location: /applications/samtools-0.1.7_x86_64-linux
Output: alignment.bam file
 
d. remove duplicated reads
 
Input: alignment.bam file
Tool: samtools  (rmdup)
Server Location: /applications/samtools-0.1.7_x86_64-linux
Output: alignment.NODUPS.bam file
 
e. Sort .bam
Input: alignment.NODUPS.bam file
Tool: samtools  (sort option)
Server Location: /applications/samtools-0.1.7_x86_64-linux
Output: : alignment.NODUPS.sorted.bam file
 
f. MD tag
 
Input: alignment.NODUPS.sorted.bam file and reference REF.fasta file
Tool: samtools  (calmd option)
Server Location: /applications/samtools-0.1.7_x86_64-linux
Output: : alignment.NODUPS.sorted.calmd.bam file
 
g. Indexing the .bam file
 
Input: alignment.NODUPS.sorted.calmd.bam file
Tool: samtools  (index option)
Server Location: /applications/samtools-0.1.7_x86_64-linux
Output: alignment.NODUPS.sorted.calmd.bam.bai file

BOWTIE/CNVer/SAVANT path
 
a. BOWTIE alignment
 
Input: sequence.fastq file (see STEP#1) # some formatting problems may require a further conversion step of the original fastq reads file OR the BOWTIE output 
Tool: bowtie
Server Location: /applications/BOWTIE_0.10.0/bowtie-0.10.1
Output: alignment.bowtie file
 
CNVer CNV call
 
Input: alignment.bowtie file 
Tool: CNVer
Server Location: /applications/CNVer/cnver-0.7.2/src
Output: .cnv file



Integrated MAQ, SAMtools, Bowtie Workflow

Unfolded Pipeline
Workflow

(Illustrating calculation details)

Presenter
Presentation Notes
ALIGNMENT and ASSEMBLY
 
A preprocessing step
Extracting a sub-sequence of the genomic sequence. This step is not required, but may be useful for some preliminary tests and protocol validation. It restricts the size of the sequences and expedites the computation.
 
Input: fastq reads files output of Illumina sequencing pipeline (sequence.txt files)
Tool: LONI Sub-Sequence extractor
Server Location: /projects1/idinov/projects/Pipeline_genomics_informatics_2011/scripts/extract_lines_from_Textfile.sh
Output: Shorter sequence.fastq file
 
I.1 STEP#1: conversion of solexa fastq in sanger fastq format
 
Input: fastq reads files output of Illumina sequencing pipeline (sequence.txt files)
Tool: MAQ (sol2sanger option): Mapping and Assembly with Quality
Server Location: /applications/maq
Output: sequence.fastq file
 
I.2 STEP#2: conversion of fastq in a binary fastq file (bfq)
 
Input: sequence.fastq file
Tool: MAQ (fastq2bfq option)
Server Location: /applications/maq
Output: sequence.bfq file
 
I.3 STEP#3: conversion of the reference genome (fasta format) in binary fasta
 
Input: reference.fasta file (to perform the alignment)
Tool: MAQ (fasta2bfa option)
Server Location: /applications/maq
Output: reference.bfa file
 
I.4 STEP#4: alignment to a reference genome
 
Input: sequence.bfq, reference.bfa 
Tool: MAQ (map option)
Server Location: /applications/maq
Output: alignment.map file
 
I.5 STEP#5: conversion map file to bam file
 
Index the reference genome
 
Input: reference.fa
Tool: samtools  (faidx option)
Server Location: /applications/samtools-0.1.7_x86_64-linux
Output: reference.fai
 
b. MAQ2SAM
 
Input: alignment.map file
Tool: samtools  (maq2sam-long option)
Server Location: /applications/samtools-0.1.7_x86_64-linux
Output: alignment.sam file
 
c. SAM to full BAM
 
Input: alignment.sam, reference.fai file
Tool: samtools  (view -bt option)
Server Location: /applications/samtools-0.1.7_x86_64-linux
Output: alignment.bam file
 
d. remove duplicated reads
 
Input: alignment.bam file
Tool: samtools  (rmdup)
Server Location: /applications/samtools-0.1.7_x86_64-linux
Output: alignment.NODUPS.bam file
 
e. Sort .bam
Input: alignment.NODUPS.bam file
Tool: samtools  (sort option)
Server Location: /applications/samtools-0.1.7_x86_64-linux
Output: : alignment.NODUPS.sorted.bam file
 
f. MD tag
 
Input: alignment.NODUPS.sorted.bam file and reference REF.fasta file
Tool: samtools  (calmd option)
Server Location: /applications/samtools-0.1.7_x86_64-linux
Output: : alignment.NODUPS.sorted.calmd.bam file
 
g. Indexing the .bam file
 
Input: alignment.NODUPS.sorted.calmd.bam file
Tool: samtools  (index option)
Server Location: /applications/samtools-0.1.7_x86_64-linux
Output: alignment.NODUPS.sorted.calmd.bam.bai file

BOWTIE/CNVer/SAVANT path
 
a. BOWTIE alignment
 
Input: sequence.fastq file (see STEP#1) # some formatting problems may require a further conversion step of the original fastq reads file OR the BOWTIE output 
Tool: bowtie
Server Location: /applications/BOWTIE_0.10.0/bowtie-0.10.1
Output: alignment.bowtie file
 
CNVer CNV call
 
Input: alignment.bowtie file 
Tool: CNVer
Server Location: /applications/CNVer/cnver-0.7.2/src
Output: .cnv file



• Pipeline Web-Start (PWS)
http://pipeline.loni.ucla.edu/PWS

• Workflows Location
http://pipeline.loni.ucla.edu/PWS 
www.loni.ucla.edu/twiki/bin/view/LONI/Pipeline_GenomicsInformatics
www.loni.ucla.edu/twiki/bin/view/CCB/PipelineWorkflows_BioinfoMRFAST

• Load Workflows and run on PWS Server
• Open the Workflow

• mrFAST_Indexing_Mapping.pipe
• Connect to PWS server (should be auto-connected as guest)

• pws.loni.ucla.edu
• ToolsChange Server to PWS Server
• Click the Run button to execute workflow
• Inspect results (right-click on Mapping module, View Output Files)

Interactive Hands-on Pipeline Demo - mrFAST

Presenter
Presentation Notes
http://www.loni.ucla.edu/twiki/bin/view/CCB/PipelineWorkflows_BioinfoMRFAST 

Overview 
This page contains a number of bioinformatics workflows based on the mrFAST sequence analysis package. This page describes Pipeline bioinformatics modules from the mrFAST suite. 

Problems addressed by mrFAST workflows Detailed Workflow Usage & Specifications 
mrFAST (micro-read Fast Alignment Search Tool) is mapper designed to map short reads to reference genome with a special emphasis on the discovery of structural variation and segmental duplications. mrFAST maps short reads with respect to user defined error threshold, including indels up to 6 bp. This manual, describes how to choose the parameters and tune mrFAST with respect to the library settings. mrFAST is designed to find 'all' mappings for a given set of reads, however it can return one "best" map location if the relevant parameter is invoked. 

http://pipeline.loni.ucla.edu/PWS�
http://www.loni.ucla.edu/twiki/bin/view/LONI/Pipeline_GenomicsInformatics�
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http://www.loni.ucla.edu/twiki/bin/view/CCB/PipelineWorkflows_BioinfoMRFAST�


Interactive Hands-on Pipeline Demo - mrFAST

Presenter
Presentation Notes
http://www.loni.ucla.edu/twiki/bin/view/CCB/PipelineWorkflows_BioinfoMRFAST 

Overview 
This page contains a number of bioinformatics workflows based on the mrFAST sequence analysis package. This page describes Pipeline bioinformatics modules from the mrFAST suite. 

Problems addressed by mrFAST workflows Detailed Workflow Usage & Specifications 
mrFAST (micro-read Fast Alignment Search Tool) is mapper designed to map short reads to reference genome with a special emphasis on the discovery of structural variation and segmental duplications. mrFAST maps short reads with respect to user defined error threshold, including indels up to 6 bp. This manual, describes how to choose the parameters and tune mrFAST with respect to the library settings. mrFAST is designed to find 'all' mappings for a given set of reads, however it can return one "best" map location if the relevant parameter is invoked. 



• Pipeline Web-Start (PWS)
http://pipeline.loni.ucla.edu/PWS

• Workflows Location
http://pipeline.loni.ucla.edu/PWS
www.loni.ucla.edu/twiki/bin/view/LONI/Pipeline_GenomicsInformatics
www.loni.ucla.edu/twiki/bin/view/CCB/PipelineWorkflows_BioinfoBLAST

• Load Workflows and run on PWS Server
• Open the Workflow

• miBLAST_Workflow.pipe
• Connect to PWS server (should be auto-connected as guest)

• pws.loni.ucla.edu
• ToolsChange Server to PWS Server
• Click the Run button to execute workflow
• Inspect results (right-click on NCBIBLAST module, View Output Files)

Interactive Hands-on Pipeline Demo - miBLAST

Presenter
Presentation Notes
http://www.loni.ucla.edu/twiki/bin/view/CCB/PipelineWorkflows_BioinfoBLAST

Overview 
This is a simple workflow demonstrating a sequence Basic Local Alignment Search Tool (BLAST). 

Problem addressed by this workflow 
This workflow shows an example of a common bioinformatics pipeline workflow using tools from several different institutions. This workflow starts by formatting the NCIBI/NCBI Escherichia coli (E. coli) database, creating a database-index table, using a FASTA query instructions to create a filtering file, and finally running miBLAST, an efficient Basic Local Alignment Search Tool (BLAST) for batch of nucleotide sequence queries. Such batch workloads contain a large number of query sequences and can be evaluated for each individual query one at time. We have integrated NCBI BLAST with miBLAST (University of Michigan) to improve the sequence search and alignment efficiency without any loss in sensitivity. miBLAST employs a q-gram indexing and a filtering algorithm for quickly detecting sequence similarity between the query sequences and the database sequences, which results in a substantial increase in overall performance. This bioinformatics pipeline workflow specifies a FASTA database, the size of the search word and a set of search instructions, performs the P+BLAST search and completes in 1 minute. The nested insert images illustrate a fragment of the final alignment results of this pipeline. 

http://pipeline.loni.ucla.edu/PWS�
http://www.loni.ucla.edu/twiki/bin/view/LONI/Pipeline_GenomicsInformatics�
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Interactive Hands-on Pipeline Demo - miBLAST
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Presentation Notes
http://www.loni.ucla.edu/twiki/bin/view/CCB/PipelineWorkflows_BioinfoBLAST

Overview 
This is a simple workflow demonstrating a sequence Basic Local Alignment Search Tool (BLAST). 

Problem addressed by this workflow 
This workflow shows an example of a common bioinformatics pipeline workflow using tools from several different institutions. This workflow starts by formatting the NCIBI/NCBI Escherichia coli (E. coli) database, creating a database-index table, using a FASTA query instructions to create a filtering file, and finally running miBLAST, an efficient Basic Local Alignment Search Tool (BLAST) for batch of nucleotide sequence queries. Such batch workloads contain a large number of query sequences and can be evaluated for each individual query one at time. We have integrated NCBI BLAST with miBLAST (University of Michigan) to improve the sequence search and alignment efficiency without any loss in sensitivity. miBLAST employs a q-gram indexing and a filtering algorithm for quickly detecting sequence similarity between the query sequences and the database sequences, which results in a substantial increase in overall performance. This bioinformatics pipeline workflow specifies a FASTA database, the size of the search word and a set of search instructions, performs the P+BLAST search and completes in 1 minute. The nested insert images illustrate a fragment of the final alignment results of this pipeline. 




• Pipeline Web-Start (PWS)
http://pipeline.loni.ucla.edu/PWS

• Workflows Location
www.loni.ucla.edu/twiki/bin/view/CCB/PipelineWorkflows_BioinfoMAQ

• Load Workflows and run on PWS Server
• Open the Workflow: 

MAQ_SAMtools_Bowtie_Integrated_Cranium.pipe
• Connect to PWS server (should be auto-connected as guest)

• pws.loni.ucla.edu
• ToolsChange Server to PWS Server
• Click the Run button to execute workflow
• Inspect results (right-click on NCBIBLAST module, View Output Files)

Interactive Hands-on Pipeline Demo –
Genomics Tools Interoperability

Presenter
Presentation Notes
http://www.loni.ucla.edu/twiki/bin/view/CCB/PipelineWorkflows_BioinfoMAQ

This page contains the first step of a genomics data analysis protocol designed and implemented by Federica Torri, Fabio Macciardi and IvoDinov to process large number of sequence data outputted by the Illumina sequencing pipeline. See Step II analysis (GATK/QC/Cleaning) here. This protocol is implemented using the LONI Pipeline environment and includes the following types of computational resources: 
Mapping and Assembly with Qualities (MAQ) 
Sequence Alignment and Mapping tools (SAMtools) 
Bowtie 


http://pipeline.loni.ucla.edu/PWS�
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Interactive Hands-on Pipeline Demo - miBLAST
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Presentation Notes
http://www.loni.ucla.edu/twiki/bin/view/CCB/PipelineWorkflows_BioinfoMAQ

This page contains the first step of a genomics data analysis protocol designed and implemented by Federica Torri, Fabio Macciardi and IvoDinov to process large number of sequence data outputted by the Illumina sequencing pipeline. See Step II analysis (GATK/QC/Cleaning) here. This protocol is implemented using the LONI Pipeline environment and includes the following types of computational resources: 
Mapping and Assembly with Qualities (MAQ) 
Sequence Alignment and Mapping tools (SAMtools) 
Bowtie 



• Workflows Location
www.loni.ucla.edu/twiki/bin/view/LONI/Pipeline_GenomicsInformatics
www.MyExperiment.org/workflows

Additional Interactive Hands-on 
Pipeline Demos are available Online

Presenter
Presentation Notes
http://www.loni.ucla.edu/twiki/bin/view/CCB/PipelineWorkflows 
www.loni.ucla.edu/twiki/bin/view/LONI/Pipeline_GenomicsInformatics
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• Publications/Citations: 
http://pipeline.loni.ucla.edu/downloads/acknowledgmentscredits
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• Forum: http://Pipeline.loni.ucla.edu/forum

• URL: http://Pipeline.loni.ucla.edu

• Email: Ivo.Dinov@loni.ucla.edu

Questions, Comments, Critiques
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