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Over the development the evolution of the WLCG
Production grid has oscillated between structure and
flexibility

= Driven by capabilities of the infrastructure and the
needs of the experiments

lan Fisk CMS/FNAL




Evolution

LHC Computing has grown up with Grid development

- Many previous experiments have achieved distributed
computing

- LHC experiments started with a fully distributed

ey

LHC Computing Grid was approved by CERN Council
Sept.20 2001

First Grid Deployment Board was Oct. 2002
LCG was built on services developed in Europe and

the US. eeee

LCG has collaborated with a number of Grid Projects fEnaEIing_Gridé
It evolved into the Worldwide LCG (WLCG) IR

BNORDUGKID

EGEE, EGI, NorduGrid, and Open Science Grid A Ll i
Services Support the 4 LHC Experiments
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WLCG Today

Today >140 sites
~150k CPU cores

* Hit 1M jobs per day
>50 PB disk




Architectures

To greater and lesser extents

LHC Computing model are
based on the MONARC model

Developed more than a
decade ago

Foresaw Tiered Computing
Facilities to meet the needs

of the LHC Experiments
ALICE ATLAS

Tier-0

/:Ioud

Tier-1 Tier-1 Tier-1

Tier2 Center
20k Si95

20 Tbytes Disk,

Model Circa 2005

Tier-1 Tier-1 Tier-1

1

Tier-2 Tier-2 Tier-2

N X 622 Mbits/s

CERN/CMS
350k Si95
350 Thytes Disk;

Robot

Tier-0

g

Tier-1

Tier-1




Working Today

Prompt Processing

At the Archival Storage | CERN -
LHC most x
analysis

. Organized Processing
work is

Storage - \ ; ‘
conducted Data Serving w

far away a
from the -
data

archives

and | [ Tier-2
I Chaotic

stF> rage is Pl

widely

distributed
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Processing Scale

Total elapsed time by TIER1 and VO
LHC VOs. January 2010 - December 2010

350M hours
at Tier" I [ US-T1-BNL

[ US-FNAL-CHS
[ UK-T1-RAL
W Tu-ASGC

@ n-T1

O nNoGF

[ 1T-INFN-CNAF
[ FR-CCINZP3
[ es-pPIC

[ DE-KIT

[l CH-CERN

2010 was the first

Total elapsed tine {in hours)}

full year of running | — = = i

-
I ng I e r a n (C) CESGA 'EGT View': TIERL / sumelap / 2010:1-2010:12 / TIER1-VO / |hc (x) / ACCBAR-LIN / i 2011-04-10 19:54 UTC
=

Tier-2 computing Usage Tier-1 Only
time LHC used S—

- ATLAS Percentage Use
CMS Percentage|Use 1
ro u M HCb Percentage Use
mTotal Percentage|Use 1
. I I I . 2 O I O

Percentage of Utilized Hours
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= LHC is no longer talking about 0% disk caches

Scale of Storage

Decreases in the cost of disk and technology to run big
disk farms

ALICE

ATLAS

CMS

LHCb

TO Disk (TB)

6100

7000

4500

1500

DZero

CDF

TO Tape (TB)

6800

12200

21600

2500

~500

~500

T1 Disk (TB)

7900

24800

19500

3500

5900

6600

T Tape (TB)

13100

30100

52400

3470

T2 Disk (TB)

6600

37600

19900

20

Disk Total (TB)

20600

69400

43900

5020

Tape Total (TB)

19900

42300

74000

5970

= In 201 | majority of the currently accessed data could
be disk resident




Scale of Archival Storage

. Experiment Data in CERN Castor
Cha”enge IS TOTAL Data Volune — 4 :

growing volume
of data that is
produced

4 With the
current

1400 disk servers

30K disks

12PB of disk space

190M files in store

555M files have passed through

Prod Size, User Size and Prod Tape Usage {Bytes)
Nunber of files

technology
evolution
CERN will Experiment Data in FNAL Enstore per day st

Total Bytes Written Per Day for Enstore (no null movers)

Number of Transfel :
writes

(26PB total)

le+14 -

have robotic
capacity for
half an
exabyte -
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Analysis Disk Storage

- TotalPercentage of Tier-2 Usage T| e r_2 T| e r_2 T| e r_2
. IALICE . ATLAS 10 cMS  LHCDb y 9 :

January February March April May June July August September October NovemberDecember

Example from LHC

™
dCache

Tier-2s are very heavily utilized

Many of the challenging 10 Applications @
are conducted at centers with &

exclusively disk ';@’hadaag

Tier-2s vary from 10s of TB at the smallest lu-stre’
site to |PB of disk at the larger sites

There have been many more options to .

manage this much space SLUEARC

In 201 | there are more than 60PB of T2
n
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Evolving Challenge - Data Management

Data is backed up on tape. Organized processing centers
have substantial disk caches

Analysis centers have large disk resources
Good options in technology for virtualizing disk storage
What's the problem? =8NS T oo

= There are almost 100 ier—2
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4 Managing the sgace accessed by users efficiently is an

interesting problem ;
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Placement

Computing models for LHC were based on
to greater and lesser extents on the

MONARC computing model of 2000 and
relied heavily on data placement

Jobs were sent to
datasets already
resident on sites

100,000,000 -

Multiple copies of the
data would be hosted
on the distributed 100,080
infrastructure 100,000 -

10,000,000 -

10,000 -

General concern that
the network would be 1,000 -
insufficient or

unreliable

1980 1985 1980 1995 2000

@ Farm CPU box
KSi2000 per $M

® Raid Disk GB/SM

A Transatlantic WAN
kB/s per SM/yr

20052010 Rijchard Mount




Distribution

CMS PhEDEX - Transfer Rate
120 Days from Week 35 of 2010 to Week 00 of 2011
L]

0
0 i i:D

Transfer Rate {MB/s]

. Transfers VWest -

2010-09-08 2010-09-22

Ll ) S I e E— e —
I
]

2010-11-
Time

CMS PhEDEX - Transfer Rate
120 Days from Week 35 of 2010 to Week 00 of 2011
L]

2010-10-06 2010-10-20

1
LI

Transfers East

] L

o im | -
2010-09-08 2010-09-22 2010-10-06 2010-10-20 2010-11-03 2010-11-17 2010-12-01 2010-12-15 2010-12-
Time




Data Management

B Space (TB) CMS

Experiments have chosen
a variety of philosophy

- ATLAS started with
replication of nearly all
data out to regions

CMS divided into
Central background
samples, physics
groups, and the local
community

HI (=

Higgs [

Jet-MET [

Top [W

Tracker-DPG |8

b-tag (@
Tracker-OPG [
Trigger W

E-gamma [F
EWK [

Exotica |8

Forward [#

SUSY [

QCD [
Tau-pFlow [

Muon |8

B-Physics W
Local

Analysis Ops
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Access

For a system intended to |8
protect against weak
networking, we're using a
lot of network

600000
500000
400000
300000
200000
100000

B Number of Accesses

- LHC Experiments
reprocessed a lot of >

data in 2010 In CMS 30 % of samples subscribed

Refreshing large disk by physicists not used for 3 months
caches requires a lot of during 2010
networking

LHCOPN Total Traffic

Traffic on OPN up to 70 Gb/s!
- ATLAS reprocessing
campaigns
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Placement

In an environment that discounts
the network the sites are treate
independently

= On the time scale of a job
submitted and running on a site
it is assumed the local
environment cannot be changed

From a data access perspective in
201 | data available over the
network from a disk at a remote
site may be closer than data on the
local tape installation




Dynamic Replication

ATLAS introduced Panda
Dynamic Data Placement
(PD2P)

\'Z
Tier-2

Reuse of PD2P Datasets - Month 2
(July 15- August 14)

Jobs are sent to Tier-|
and data replicated to a

Tier-2 at submission

time
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Data Placement and ReUse

Dynamic placement
now accounts for a
lot of the networking

# of Datasets Subscribed / 5 days

200

Re-brokering jobs is ;
A . 6/15/2010 7/15/2010 8/15/2010 9/15/2010 10/15/2010 11/15/2010
increasing the reuse

of samples and the

200000

efficiency

100000 |

# of files from datasets reused / 5 days

50000 H H

o LI H il H H

6/15/2010 7/15/2010 8/15/2010 9/15/2010 10/15/2010 11/15/2010

50000

40000 : # of Datasets Reused / 5 days

30000

20000
10000 - :
0 ---—- — ----—---_—
12 14 16 18 20 22 24 26 28 30 01 03 05 07 09 50 1 1 1
® Production ® Functional Test = Staging Data Brokering TP R I | , | | I Ll I I | I I I I |

 TO Export User Subscriptions  ® Data Consolidation  Group Subscrptions
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Popularity

If you want to

understand how better |

to manage storage
space, important to
know how it’s used

Interesting challenge to
track the utilization of
30PB worth of files
spread over more than
50 sites

= Equally important to
know what’s not
accessed

" Query / elaborate / visualize /

Dashboard DB

-
=

pull and translate
jobs to file level
entities

serve external services [victor] o




Clean-Up and Replication

Accounting Popularity

Once popularit is \ pice

Y > Pl
understood
Data Popularity will

be tracked at the file
level

Popular data can be
replicated multiple times

Unused data replicas can be

cleaned up - Improves

granularity and
should improve
reuse of the
service
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Analysis Data

We like to think of high energy data as series of
embarrassing parallel events

I 2 3 4 5 6 7 8
e Ul Ul Ul Ul Ul Ul Ul

In reality it’s not how we either write or read the files
- More like

Big gains in how storage is used by optimizing how
events are read and streamed to an application

- Big improvements from the Root team and
application teams in this area



Wide Area Access

With properly optimized |O other methods of
managing the data and the storage are available

- Sending data directly to applications over the WAN

Not immediately obvious that this increases the wide
area network transfers

- If a sample is only accessed once, then transferring it
before hand or in real time are the same number of
bytes sent

EG

- If we only read a portion of the file, then it might be
fewer bytes

lan Fisk CMS/FNAL




xrootd Demonstrator

Tier 3 Site Remote Site
—=
Xrootd Cache .

Xrootd Local Remote Site
Data
Xrootd Local

Redirector

Current Xrootd demonstrator in CMS is intended to
support the university computing

Facility in Nebraska and Bari with data served from a
variety of locations

- Tier-3 receiving data runs essentially diskless
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Similar installation being prepared in ATLAS




Performance

border2 - Traffic - Te2/4 - Te2/4 - ** 10G To PKI CSN Cienna

This Tier-3 has a ] n
|0Gb/s network

CPU Efficiency
competitive

bits per second

07 0g
From 2010/10/05 20:24:49 To 2010/10/12 20:24:49

B Inbound Current: 118.38 M Average: 203.34 M Maximum: 848.23 M
B Outbound Current: 1.68 G Average: 957.45 M Maximum: 3.46 G

Volume of Gigabytes Transferred By Facility Executable Average Efficiency Good Jobs
14 Days from 2010-09-29 to 2010-10-13 T2 US Nebrask
T T T T _US_Nebraska

T2_US_Purdue
8TB/day peak about |.5TB averagef] ..
T3_US_Colorado
T2_US_Florida

T2_US_UCSD

T3_US_FSU

T3_US_Omaha |n Omaha

e
T2_US_Wisconsin

Transfer Volume [GB]

T3_US_Cornell

l—,—l— T2_US_Caltech

2010-09-30 2010-10-02 2010-10-04 2010-10-06 2010-10-08 2010-10-10 2010-10-12
Time
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T3_US_UCR

M Nebraska-Xrootd-1 T1_US_FNAL

0.0
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Networking

ALICE Distributes Data in this way

Rate from the ALICE Xrootd servers is comparable
in peaks to other LHC experiments

1.907 GB/s
1.669 GB/s
1.431 GB/s
1.192 GB/s
: 976.6 MB/s
732.4 MB/s
488.3 MB/s

244.1 MB/s |

K
1

15 16 17 18 19 20 21 @ 22
Jul 2010
;:SE @ Bratislava::SE & Catania::SE = CCIN2P3::SE = CERN::SE & Clermont::SE & CNAF::SE  CNAF:TAPE = CyberSar_Cagliari::SE & Cyfron
APE ~ GLOBAL_REDIRECTOR::SE = GRIF_| GSI::SE # Hiroshima::SE @ IHEP::SE © IPNL::SE # ISS::FILE & ITEP::SE = |
LBL::SE  LBL::Tape Legnaro::SE = Ma a MEPHI::SE & NIHAM:FILE & OSC::SE & PNPI::SE & Prague::SE a RRC-KI::SE = SPbSU:S
Strasbourg_IRES::SE ~ Subatech::SE a Torino::SE a TORINO::SE & Trigrid::SE = Troitsk::SE a UCT_CERN_RC::SE » WUHAN::SE a WUT::SE
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Future!

Once you have streams of objects and optimized IO,
the analysis application an application like skimming
does not look so different from video streaming

Read in incoming stream of objects. Once in a
while read the entire event

Web delivery of content in a distributed system is an
interesting problem, but one with lots of existing tools

Early interest in Content Delivery Networks and
other technologies capable of delivering a stream of
data to lots of applications



Outlook

First year of running on LHC went well

= We are learning rapidly how to operate the
infrastructure more efficiently

Making more dynamic use of the storage and making
better use of the networking

2011 and 2012 are long runs at the LHC

4 Data volumes and user activities are both
increasing
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