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IV. Application area


This document is a formal deliverable for the European Commission, applicable to all members of the EGI-InSPIRE project, beneficiaries and Joint Research Unit members, as well as its collaborating projects.

V. Document amendment procedure

Amendments, comments and suggestions should be sent to the authors. The procedures documented in the EGI-InSPIRE “Document Management Procedure” will be followed:
https://wiki.egi.eu/wiki/Procedures
VI. Terminology

A complete project glossary is provided at the following page: http://www.egi.eu/results/glossary/.    

<<The authors should check if the acronyms are covered by the glossary page and if the definition is still correct; all the amendments should be communicated to glossary@egi.eu>>
VII. PROJECT SUMMARY 

To support science and innovation, a lasting operational model for e-Science is needed − both for coordinating the infrastructure and for delivering integrated services that cross national borders. 

The EGI-InSPIRE project will support the transition from a project-based system to a sustainable pan-European e-Infrastructure, by supporting ‘grids’ of high-performance computing (HPC) and high-throughput computing (HTC) resources. EGI-InSPIRE will also be ideally placed to integrate new Distributed Computing Infrastructures (DCIs) such as clouds, supercomputing networks and desktop grids, to benefit user communities within the European Research Area. 

EGI-InSPIRE will collect user requirements and provide support for the current and potential new user communities, for example within the ESFRI projects. Additional support will also be given to the current heavy users of the infrastructure, such as high energy physics, computational chemistry and life sciences, as they move their critical services and tools from a centralised support model to one driven by their own individual communities.

The objectives of the project are:

1. The continued operation and expansion of today’s production infrastructure by transitioning to a governance model and operational infrastructure that can be increasingly sustained outside of specific project funding.

2. The continued support of researchers within Europe and their international collaborators that are using the current production infrastructure.

3. The support for current heavy users of the infrastructure in earth science, astronomy and astrophysics, fusion, computational chemistry and materials science technology, life sciences and high energy physics as they move to sustainable support models for their own communities.

4. Interfaces that expand access to new user communities including new potential heavy users of the infrastructure from the ESFRI projects.

5. Mechanisms to integrate existing infrastructure providers in Europe and around the world into the production infrastructure, so as to provide transparent access to all authorised users.

6. Establish processes and procedures to allow the integration of new DCI technologies (e.g. clouds, volunteer desktop grids) and heterogeneous resources (e.g. HTC and HPC) into a seamless production infrastructure as they mature and demonstrate value to the EGI community.

The EGI community is a federation of independent national and community resource providers, whose resources support specific research communities and international collaborators both within Europe and worldwide. EGI.eu, coordinator of EGI-InSPIRE, brings together partner institutions established within the community to provide a set of essential human and technical services that enable secure integrated access to distributed resources on behalf of the community. 

The production infrastructure supports Virtual Research Communities (VRCs) − structured international user communities − that are grouped into specific research domains. VRCs are formally represented within EGI at both a technical and strategic level. 

VIII. EXECUTIVE SUMMARY

<< The text should provide a summary of the full report so that the reader can ‘in a page’ understand the problem it has been written to cover. This includes an overview of the background material and motivation for the report, a summary of the analysis, and the report’s main conclusions.>>
The document structure is describes the overall Quarterly Report (QR) sent to the European Commission (EC). The QR is structured around the different work packages within the project and the different activities within them (national operations & user support, European wide coordination, domain specific support, etc.). The completed documents from each Activity will then be assembled into a complete report by the Project Office (PO). For each section we will indicate who will provide the required information. The AMs (Activity Managers) should complete their relevant sections with input from the ROCs/NGIs/Partners as required.

The schedule is described below with reference to days after the end of the quarter and is different from the normal deliverable/milestone review schedule:

· Day + 10: All activities to provide their contributions to the QR using this template.
· Day + 20: The contributions will be assembled and edited by the PO. Issues requiring clarification will be identified and communicated to the AMs.
· Day + 25: PO circulates a final version to the AMB for review with an Executive Summary and having had responses from the AMs to the clarifications.
· Day + 30: Submit to EC.
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1. Introduction

2. Operations
2.1. summary 

Please provide a short summary of the Operations’ progress globally over the last quarter. It will be included in the Executive Summary. 

2.2. Main achievements 

This is a more detailed account of progress over the previous quarter, can be by task. Drawn up by the SA1 & JRA1 AMs based on NOC/ROC input in Annex A2. 
2.2.1. Security

TSA1.2

2.2.2. Service Deployment

TSA1.3

2.2.3. Help desk & Support Teams
TSA1.6 & TSA1.7

2.2.4. Grid Management

TSA1.4, TSA1.5 & TSA1.8

2.2.5. Tools

The activity dealt with the maintenance of the developed tools (TJRA1.2) with a total of 6 releases, including a major release for the GOCDB that put into production the GOCDB4. Details on these releases are given on the following sections dedicated to each tool. (2nagios+1gocdb+1opsportal+2ggus)
Beside maintenance, all the development teams continued the activity started in Q1 on the development of NAGIOS probes for the tools themselves in order to remotely check their status and to measure their availability; the deadline for this activity was set at the end of 2010.
Another focus of the quarter was the support to development  of probes for new middleware types and their  integration into the SAM monitoring  framework. Requests for integration came from ARC, UNICORE, GLOBUS5 and there were preliminary contacts with EDGI representatives for the desktop grids.

The requirements collection from the OTAG group and in general from the SA1 and NA3 community started with a survey that closed on the 20th of October. Requirements are now tracked in RT tickets (OTAG queue) and will be discussed and prioritized during OTAG meetings that will start to in November. 

The activity actively attended the EGI Technical Forum in Amsterdam contributing to various sessions and organizing the  “Operation Tools Roadmap” one where all the JRA1 product teams presented their products and development plans.

JRA1 helped SA2 in the definition of the quality criteria to be applied to monitoring tools during the release and staged rollout process. A process of unification of the license and copyright statements for all the tools has started during Q2 in agreement with SA2. 
Discussion on how to aggregate for monitoring purposes physical sites and services into virtual or logical sites started during this quarter with the SA1 activity. Tools impacted by such an aggregation are the SAM framework (i.e. the ATP component that provide Grid topology information), the GOCDB and the Ops Portal (for information storing and browsing purposes). 
Milestone MS703 and MS704 completed their review cycle in Q2.

2.2.5.1. Operations Portal

A new release(V2.3)  for the Central Operations Portal was produced during Q2 . This release is essentially based on the migration of the VO ID card in this new Portal. Some improvements to the dashboard and to the web pages look and feel are also available in this version. New features related to VO Management are proposed as a prototype. Once the prototype will be validated by the EGI VO administrators it will become the official way to register and update the static information of a VO. (For more information refer to the release notes available at http://operations-portal/aboutportal/releaseNotesBrowser). NA3  produced a document to comment this new features that highlights some issues that will be considered and addressed during Q3. 

The migration of the broadcast tool to the Symphony framework foreseen for Q2  was postponed to Q3 because the development of the new VO ID cards was longer than expected also due to the delay in receiving feedback from the project about their implementation. The development work needed for the  notification system and for the Lavoisier web service programmatic interface, started in Q1, is still ongoing and should be completed in Q3.
As described in QR1 the  Operation Portal is now a regionalized tool and  currently there are 3 regional packages deployed in production in teh following NGIs: 
- NGI_CZ 
- NGI_IBERGRID 
- NGI_GRNET
The validation of the IBERGRID instance was completed during Q2 as foreseen in QR1.

2.2.5.2. GOCDB

Focus of the development was the GOCDB4 major release and the decommission of GOCDB3. The new GOCDB was put in production on the 14th of October after an intense testing phase that involved many actors within and outside the JRA1 activity.

The release plan (https://www.egi.eu/indico/getFile.py/access?contribId=2&resId=0&materialId=0&confId=63) focused on two steps, release of the programmatic interface, completed in Q1, and release of the input system and visualization portal completed in October. 
The results of the testing phase were tracked through GGUS tickets: https://gus.fzk.de/ws/ticket_info.php?ticket=61549 (and its child tickets).

 User feedback coming from various actors on this new release was collected in a wiki page (http://goc.grid.sinica.edu.tw/gocwiki/GOCDB4_feedback). Minor bugs and cosmetic improvements were fixed on the fly when possible otherwise savannah bugs were opened to track the issues (https://savannah.cern.ch/task/?group=gocdb). No blocking problems were found. 

GOCDB4 release is a huge step towards the regionalisation of the system since the regional module could not work until the GOCDB3 was fully decommission. More information and technical details are available at http://goc.grid.sinica.edu.tw/gocwiki/GOCDB_Regional_Module_Technical_Documentation .

 Work was performed during Q2 on the following  and all of them will be continued in Q3:

· Provide a production quality packaging of the regional module

· Data access optimization

· Provide a SOAP interface in parallel with the GOCDBPI

At present, given the departure of the main GOCDB developer(already replaced – see issue4) and a peak in the operation and maintenance load during the next few months due to the introduction of GOCDB4 leads to a risk of squeezing out the development effort during this period.
2.2.5.3. EGI Helpdesk (GGUS)

Two GGUS releases were performed during the quarter (https://gus.fzk.de/pages/owl.php), they were released respectively at the end of September and at the end of October including:

· the integration of new NGIs and new VOs into the system

· the renaming and restructuring of various support units (reorganize support units to fit the EGI model, adapt or remove legacy support units from EGEE)
· introduction of new 3rd level support units (including IGE)
· minor bugs fixing

· new EGI logos and a different distribution if the web interface elements on the screen
· automation of the VOMS-GGUS synchronization - GGUS is notified on every update of the VOMS roles for teamer and alarmers
A proposal demonstration of xGUS at the EGI Technical Forum was performed.

2.2.5.4. Accounting Repository

Worked on the integration of the APEL system with the message broker network as the ActiveMQ based APEL server has been consolidated to a production level to accept and process records through the newly released glite-APEL client.
Regular maintenance of the service
2.2.5.5. Accounting Portal

No releases during this quarter. Focusing in the new release planned for December that will include:

· Regional accounting portal

· Improved installation support

· GOCDBPI-V4 support

· Central accounting portal

· NGI View V1

The hiring process at CESGA has been launched but it is being delayed due to administrative matters. It is expected that these problems will delay the planned release dates.

2.2.5.6. Service Availability Monitor

Two updates were released in the quarter,  a minor one (update-04) at the beginning of September and a bigger one at the end of October (formally containing two updates, update-05 and update-06).
Update-04 major achievements:

· MRS Schema updates

· First version of MyEGI and ACE bundled, but not activated, in the release

· Improvements in debug and signal handling in probes

· APEL test integration (
ApelTests
)

· Robustness improvements in msg-to-handler

Update-05 and Update-06 major achievements:

· Merge databases to single DB

· Use ATP for Topology including features for VOfeeds
· First release of MyEGI (in parallel with myEGEE for a while)
For more information on these SAM updates, release notes are available at: https://tomtools.cern.ch/confluence/display/SAMDOC/Release+Notes
Besides the development done to release this important updates effort was spent during the quarter in helping m/w provider to develop probes for new m/w types and to start their integration into the framework. At the time of writing ARC, UNICORE and GLOBUS are developing probes for SAM with the JRA1 support. There were also some preliminary contacts with the EDGI project in order to start the activity also for desktop grid monitoring. This work is tracked through rt ticket in the JRA1queue:
https://rt.egi.eu/rt/Ticket/Display.html?id=201
https://rt.egi.eu/rt/Ticket/Display.html?id=306
https://rt.egi.eu/rt/Ticket/Display.html?id=390
https://rt.egi.eu/rt/Ticket/Display.html?id=461
During Q2 it was also started the development, to be completed with a release in November, of a new probe to check Certification Authority validity that does not need to be updated on every CA update. This automatic probe will coexist with the old one until it will be shown that no workflow will be broken (i.e. in availability numbers calculation).

Discussion with the SA1 activity on how to aggregate for monitoring purposes physical sites and services into virtual sites started during this quarter, the SAM ATP component is impacted by this aggregating approach, so investigation on how to face this request was performed during Q2.
The ATP component was also proposed as a common topology provider also for the other tools, the development implications of this will be investigated during the next months.

2.2.5.7. Metrics Portal

No release during the period, waiting for input and requirements from the project on how to evolve. Next OTAG meetings should help to clarify this. Currently there is a lack of personnel for development, the hiring process at CESGA has been launched but it is being delayed due to administrative matters.

2.2.5.8. Message Broker network configuration

During this period, the main effort was on the implementation of the requirements of the APEL team for message brokers. This required to include the authorisation plugin at the message brokers which resulted the denial of all broker-to-broker communications.

After further investigation the conclusion was that although the brokers are authenticating to each other, the username for connections is “null” and any authorisation rule (even allow everything) failed.

A bug report has been filed at the bug tracking tool (JIRA) and started communications on this with CERN TOM developers (who are proactively cover this role till we have a EMI release of the broker software)

2.3. Issues and Mitigation

Summarised by the SA1 AM from the ROC ‘Issues and Mitigation’ sections and the JRA1 AM. 

Please provide corrective actions taken for each issue reported and provide updates from unresolved issues from the previous QR.
2.3.1. Issue 1
ACE is under WLCG control:  NGIs and operation community needs new features and improvements of the ACE component  (in particular for the OLAs) but ACE is developed by CERN and BARC (the Bhabha Atomic Research Center, in Mumbai) under the WLCG hat  

2.3.2. Issue 2
Hiring process at CESGA: There is a change in the contracting law at Spain so hiring has been delayed.

2.3.3. Issue 3
Second level support for SAM (but in general for all the tools): Need to find volunteer for this activity. DMSU agreed in having dedicated support units, but we need to find people to fill them. Also the PPT reporting for this activity is an issue. Maybe no reporting will be needed.

2.3.4. Issue 4
Main GOCDB developer left RAL and JRA1: He left from the 1st of November, need some time for the substitute, already hired, to settle in. Following the recent release of GOCDB4 into widespread production, newly identified bugs/issues are inevitably emerging (some appearing to be of high-impact by affecting the operation of other tools). These bugs have been recorded in Savannah, but their resolution may not be as timely as before given the loss of developer expertise.  Addressing these issues will take priority before commencing with new functional developments.
2.3.5. Issue n
2.4. Plans for the next period

2.4.1. Infrastructure

Summarised by the SA1 AM from the ROC ‘Plans’ sections.

2.4.2. Tools

Summarised by the JRA1 AM.
Plan for the Ops Portal in Q3:

Migration to Symfony for the Downtime notifications: dec2010 
Enhancements of Lavoisier Programmatic Interface:     dec2010 
A page to be used as single point of access to many operational information in the form of collection of links:  dec2010 

Next release : November 17th 

With a new regional package  including: 
- a synchronization improved 
- the different updates made on the central instance 

and for the central  instance : 
- Improvements on dashboard 
- Migration under EGI domain 
- Improvement of VO admin interfaces
Plan for GOCDB4 in Q3: 

Priority: 

· Respond to development requirements agreed in conjunction with OTAG. 

· Record newly emerging issues/bugs. 

· Prioritise and tackle those bugs that should be resolved prior to commencing new functional developments. 

Subsequent developments: 

· Further development, improvement and support of the central GOCDB4 following decommission of GOCDB3. 

· Improvement and distribution of the regional GOCDB. 

· Integration and harmonisation between GOCDB and other operational tools. 

Plan for GGUS in Q3:

· Implementation of the cross-project workflow for middleware issues:

For the proper handling of middleware issues a workflow has been agreed between EGI and EMI, the major part of this workflow (also the EMI part) will be implemented within GGUS.

· Report generator enhancements:

New types of reports will be implemented, currently requested is the report "Response time per SU"

(July – December 2010)

· Improve GGUS availability by an improved failover system for the web interface (active/active instead of active/passive).

· (August-December 2010)

· Review of support units:

Remove obsolete support units that have no tickets or don't exist any longer

(September-December 2010)

· Review of documentation:

Documentation needs to be reviewed and updated if necessary.

(September-December 2010)
Plan for Accounting Repository in Q3
Main directions for accounting repository development in the months to come will be the development, improvement and consolidation of the server architecture. Below is a detailed list of tasks:

· Integration with the EGI messaging system and network of brokers. The work is done on APEL side and only needs confirmation from the message broker team

· Delivery of example summary client for integration by Region Cs, e.g. OSG, DGAS, SGAS. (Target: November 2010)

· Redesign study of the server architecture.

(Target: December 2010)

· Ingestion of summary records by central repository. This will allow existing RegionCs to publish by ActiveMQ and stop direct database insertion. Also any new Region Cs to start publishing.

(Target: December 2010)
Plan for Accounting Portal in Q3

New releases planned for December containing:

- Improved installation support for regional package

- GOCDBPI-V4 support for regional instance

- NGI View V1 for central instance

- Support for the new Italian NGI structure in Tier2 report and Tier 2 view for central instance

Note: Final plan will depend on the final availability of the new personnel.

Plan for Metrics portal in Q3

Review requirements from OTAG. 

- New metrics will be implemented and existing ones will be improved

- Support for new interfaces to access future releases of operational tools

- Availability/Reliability calculations

Note: Final plan will depend on the final availability of the new personnel.

Plan for SAM components in Q3

· MyEGI

· The improvement of the user interface based on user feedback

· Introduction of a more pluggable framework based on well-known design patters such as model-view-controller, facade, etc. and the use of an Object Relational Mapper for database abstraction to allow new features to be added more easily, such as gridmap-style views, NGI views and to be able to answer faster to new user requirements.

· Addition of new views for NGI operations, including gridmap-style views.

New releases are delivered in an incremental fashion, with a release every 3-4 weeks.  These will be a mix of bug fixes and new feature development.

We plan for a major release of MyEGI at PM7 with the new pluggable framework

· DB component


Maintenance and addressing OTAG requirements if any

NCG
Maintenance and addressing OTAG requirements if any

Start working on fault tolerance and high availability for the NAGIOS system

Message broker configuration

Maintenance of the current configuration and resolution on the authorisation plugin issue. If software limitation doesn’t allow the usage of the authorisation plugin, message level encryption will be proposed to the applications that require privacy (i.e. APEL).

(See ANNEX A2 for the Operation’s Country reporting overview)

3. User Support

3.1. summary 

Please provide a short summary of the User Support activity over the last quarter. It will be included in the Executive Summary. 

3.2. Main achievements 

This is a more detailed account of progress over the previous quarter, can be by task. Drawn up by the NA3 & SA3 AM.

3.2.1. User Community Support Team
Relating to TNA3.2 collected by the NA3 AM.
3.2.2. User Support Services

Relating to TNA3.4 collected by the NA3 AM.
3.2.3. NGI User Support Teams
Relating to TNA3.3 collected by the NA3 AM from the NGI activities.
3.2.4. Shared Services & Tools

3.2.4.1. Dashboards

Relating to TSA3.2.1 collected by the SA3 AM.

3.2.4.2. Tools

Relating to TSA3.2.2 collected by the SA3 AM.

3.2.4.3. Services

Relating to TSA3.2.3 collected by the SA3 AM.

3.2.4.4. Workflow & Schedulers

Relating to TSA3.2.4 collected by the SA3 AM.

3.2.4.5. MPI

Relating to TSA3.2.5 collected by the SA3 AM.

3.2.5. Domain Specific Support

3.2.5.1. High Energy Physics

Relating to TSA3.3 collected by the SA3 AM.
3.2.5.2. Life Science

Relating to TSA3.4 collected by the SA3 AM.

3.2.5.3. Astronomy and Astrophysics

Relating to TSA3.5 collected by the SA3 AM.

3.2.5.4. Earth Sciences

Relating to TSA3.6 collected by the SA3 AM.

3.3. Issues and Mitigation

Summarised by the NA3 & SA3 AM. 

Provide corrective actions taken for each issue reported and provide updates from unresolved issues from the previous QR.

3.3.1. Issue 1

3.3.2. Issue n

3.4. Plans for the next period

Summarised by the NA3 & SA3 AM.
4. SOFTWARE PROVISIONING
4.1.  Summary
Provide a short summary of the software provisioning activity over the last quarter. It will be included in the Executive Summary.
4.2. Main Achievements 

4.2.1. Quality Criteria
Relating to TSA2.2 collected by the SA2 AM.
4.2.2. Criteria Verification

Relating to TSA2.3 collected by the SA2 AM.

4.2.3. Deployed Middleware Support Unit

Relating to TSA2.5 collected by the SA2 AM and describing the work undertaken for each middleware deployed in the infrastructure.

4.2.4. Support Infrastructure

Relating to TSA2.4 specifically to the software repository, but also information non the general tools and services provided to support the project. Collected by the SA2 AM.
4.3. Issues and Mitigation 

Summarised by the SA2 AM. 

Provide corrective actions taken for each issue reported and provide updates from unresolved issues from the previous QR.

4.3.1. Issue 1

4.3.2. Issue n

4.4.  Plands for the Next Period
Plans for the next quarter, summarised by the SA2 AM. 

5. External Relations
5.1. Summary
Brief overview of the last quarter for dissemination, policy and event management activities.

Summarised by the NA2 AM.

5.2. Main AchievEments

5.2.1. Dissemination
Work undertaken by TNA2.2 from each partner. 
5.2.2. Policy 

Work undertaken by TNA2.3 from each partner. 
5.2.3. Events

Work undertaken by TNA2.4 from each partner. 
5.3. Issues and mitigation

Summarised by the SA2 AM. 

Provide corrective actions taken for each issue reported and provide updates from unresolved issues from the previous QR.

5.3.1. Issue 1

5.3.2. Issue n

5.4. Plans for the next period

Plans for the coming quarter. Summarised by the SA2 AM based on input from each partner.

6. CONSORTIUM MANAGEMENT 

6.1. summary 

Provided by the PO.
6.2. Main Achievements

6.2.1. Project Management

Provided by the PO.

6.2.2. Milestones and Deliverables

Provided by the PO relating to the deliverables and milestones from the reporting period.

	Id
	Activity No
	Deliverable / Milestone title
	Nature (***)
	Lead partner
	OriginalDelivery date(*)

	Revised delivery date(*)
	Status

(**)

	
	
	
	
	
	
	
	

	
	
	
	
	
	
	
	

	
	
	
	
	
	
	
	

	
	
	
	
	
	
	
	


6.2.3. Consumption of Effort
Provided by the PO from the timesheet tool. AMs will be asked to provide responses to effort consumption that is significantly above or below plans. 

6.2.4. Overall Financial Status 

Provided by the PO from the partner cost claims. Partners will be asked to provide responses to financial consumption that is significantly above or below plans.
6.3. Issues and mitigation

Provided by the PO.
6.3.1. Issue 1

6.3.2. Issue n

6.4. Plans for the next period

Provided by the PO.
7. PROJECT METRICS

7.1. Overall metrics

Each activity should place their contribution to the overall project metrics here

7.2. Activity metrics

Each activity should place their activity specific metrics here
TABLE for Q2:

	Metric ID 

	Metric 

	Public / Internal 

	Task 

	Comments / 
Explanation 
	Value

	M.JRA1.1 

	Number of software release 

	Public
	TJRA1.2 & TJRA1.5 

	2nagios

1gocdb

1opsportal

2ggus
	6

	M.JRA1.2 

	Number of software issues reported with deployed operational tools 

	Public
	TJRA1.2 

	4 ops portal/dashboard
9 gocdb
2 ggus
Xx acc portal (internal cesga rt)
Xx metrics portal (internal cesga rt)
0 acc repository

11 SAM (10 type bug affecting Update3x after Aug, 3rd + 1 for Update4 after Sept 8th)
	

	M.JRA1.3 

	Mean time to release for critical issues reported in production 

	Public
	TJRA1.2 

	No blocking or critical issue found on production deployed software in the quarter
(1 for SAM but found during staged rollout on Update 4 Sept. 3rd)
	0

	M.JRA1.4 

	Number of approved (by OTAG) enhancement requests 

	Public
	TJRA1.2 

	OTAG work will start in Q3 (16th November)
	0

	M.JRA1.5 

	Mean time from approval to release for approved enhancement requests 

	Public
	TJRA1.2 

	See M.JRA1.4 comment
	NA

	M.JRA1.6 

	Number of operational tool instances deployed regionally 

	Public
	TJRA1.3 

	15 NGI level NAGIOS

10 ROC level NAGIOS
(https://twiki.cern.ch/twiki/bin/view/EGEE/ExternalROCNagios)

3 regional operational dashboard: NGI_CZ, NGI_IBERGRID, NGI_Greece
	28

	M.JRA1.7 

	Number of different resources that can be accounted for in EGI 

	Public
	TJRA1.4 

	TJRA1.4 will start in PY2
	0


7.3. Country metrics

Provided by the PO 

8. ANNEX A1: DISSEMINATION AND USE

Note: Complete the information requested here. It will be provided on a public web page for access and kept separate from the final deliverable submitted to the commission

8.1. MAIN PROJECT AND ACTIVITY MEETINGs

Provided by each partner in each Activity and assembled by the AM. Regular internal management meetings within the activity do not need to be reported. Training events will be recorded in the training event registry and need not be mentioned here.

	Date
	Location
	Title
	Participants
	Outcome (Short report & Indico URL)

	14-17 September
	Amsterdam
	EGI Technical Forum 2010
	2@CESGA
	http://www.egi.eu/EGITF2010

	14-17 September
	Amsterdam
	EGI Technical Forum 2010
	AUTH
	http://www.egi.eu/EGITF2010

	14-17 September
	Amsterdam
	EGI Technical Forum 2010
	IN2P3
	http://www.egi.eu/EGITF2010

	14-17 September
	Amsterdam
	EGI Technical Forum 2010
	SFTC
	http://www.egi.eu/EGITF2010

	
	
	
	
	

	
	
	
	
	

	
	
	
	
	


8.2. CONFERENCES/WORKSHOPS ORGANISED

Provided by each partner in each Activity and assembled by the AM 

	Date
	Location
	Title
	Participants
	Outcome (Short report & Indico URL) 

	
	
	
	
	

	
	
	
	
	

	
	
	
	
	

	
	
	
	
	


OTHER CONFERENCES/WORKSHOPS ATTENDED

Provided by each partner in each Activity and assembled by the AM.

	Date
	Location
	Title
	Participants
	Outcome (Short report & Document Server URL to presentations made)

	
	
	
	
	

	
	
	
	
	

	
	
	
	
	

	
	
	
	
	


PUBLICATIONS

Provided by each partner in each Activity and assembled by the AM (This should be detailed in the specifics QRs)

List all publications as bullet points, detailing: Publication title, author(s), journal title, number/issue, date.
Also mention any articles published further to interviews given by members of your activity.

	Publication title
	Journal / Proceedings title
	Journal references Volume number

Issue

Pages from - to
	Authors 

1.

2.

3.

Et al?

	
	
	
	

	
	
	
	

	
	
	
	

	
	
	
	

	
	
	
	

	
	
	
	

	
	
	
	

	
	
	
	

	
	
	
	


9. ANNEX A2: OPERATIONS REPORT – APPLICABLE TO SA1 ONLY

ROC/NGI
Repeat this section for each ROC/NGI.
9.1.1. Progress summary 

Provided by the ROC/NGI Manager by summarising the responses from each country report.  

9.1.2. Main Achievements

Provided by the ROC/NGI Manager by summarising the responses from each country report. 
9.1.3. Issues and mitigation

Provided by the ROC/NGI Manager by summarising the responses from each country report. 
9.1.4. Plans for the next period

Provided by the ROC/NGI Manager by summarising the responses from each country report.

9.1.5. Country Report - <COUNTRY NAME>

This section will be repeated for each country within a ROC if it is not reporting as an independent NGI. To be completed by a representative from within each country in a ROC. These country reports will be made available online in the final version of the QR with only the ROC level sections (12.1.1 to 12.1.3) for each ROC remaining in the final document.
9.1.6. Progress summary 

Provided by the Country Manager.  

9.1.7. Main Achievements

Provided by the Country Manager. 
9.1.8. Issues and mitigation

Provided by the Country Manager. 
9.1.9. Plans for the next period

Provided by the Country Manager.
10. References

	R 1
	

	R 2
	

	R 3
	

	R 4
	

	R 5
	


� (*) Dates are expressed in project month (1 to 48).


 (**) Status = Not started  – In preparation – Pending internal review – PMB approved


(***) Nature = R = Report    P = Prototype D = Demonstrator   O = Other, Deliverable id: for Milestone attached to a deliverable
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