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Key points: 
Main presentation was given by Antonella on behalf of Daniele Dagostino, and with recent input from Peter Kacsuk (SCI-BUS). (The slides are available in the agenda page). Update with the setup of the DRIHM e-infrastructure can be summarised as: 
1. Good progress in the setup of the science gateway and workflow development

2. The e-infrastructure integrates different elements to serve workflows composed of different types of applications (slide 4, slide 5):

· PRACE sites (with allocation): Complex run for meteo models 

· EGI grid clusters from the DRIHM.eu VO: HMR Linux-based Models 

· CIMA Data repository:  WPS and critical case data repository

· Globus testbed cluster: Test executions

· EGI Federated Cloud: HMR Windows Models

· ‘Local’ clusters and servers: Web services

3. The cloud application integration is in an early stage. For the other infrastructures the integration already completed at least for some of the models. The list of sites that are used in the setup is provided at the DRIHM ICT status page: http://www.drihm.eu/index.php/ict-status-roadmap (The page needs authentication. Email Christian Straube drihm@nm.ifi.lmu.de to request an account.) 
4. A custom-built repository is used for the deployment of applications (bins, libs) on the e-infrastructure sites. (slide 7)
· 20 sites have been tested with the repository, and 10 are already using it

· There is a separate repository for data, and another one for workflows (ER-flow SCI-BUS portal repository) 
5. The development of model-specific portlet interfaces is ongoing. Screenshot designs are already available (slide 18)
6. Open issue: proxy interoperability of gLite and Globus sites from DCI Bridge. Technical teams are already working on this. 

7. Plans to extend gUSE with rOCCI interface for the usage of the EGI Federated Cloud - This is needed for the execution of the Windows models. 

8. The testing and usage of the IF-THEN-ELSE structure of gUSE is planned in order to reduce the number of workflows that are visible for the end user. (workflow integration with IF-THEN-ELSE)

9. Plans to extend gUSE with provenance features so log information about workflow execution would be integrated from sites and from the portal

10. Open issue: transfer of 100 GB of data from PRACE to EGI – should it happen directly, or through an internal Storage Element? 

11. A set of ‘simplified simulations’ should be made available for citizen scientists. These will probably need robot certificate-based authentication on the e-infrastructures. 
12. Sustainability plan is still under discussion in DRIHM. Concerning the computational resources the following can be said at this point in time: 

· The ‘smaller’ models run on EGI (up to ~48 cores). 

· Models that are larger than this currently use the DRIHM PRACE allocation. This allocation lasts after the end of 2014 – beyond the lifetime of the DRIHM project. 

· Some of the models and the gateway itself will have to be usable after the DRIHM project is over. This is possible if EGI can provide 

· Long term commitment from the ‘smaller’ sites that already support DRIHM

· One or more large sites that can substitute the PRACE allocation from 2015. 

· The priority for DRIHM at the moment is to complete all the models using the resources they already have access to. Arranging further resources can become a priority in the second half of 2014. 
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