COD F2F meeting in EGI TF 17.09.2010

Topics:

1. Availability computation feature request – “early warning” (Vera)

1. Idea is to inform sites earlier than on the end of the month that they probably will fail to meet some threshold. Send notifications to sites whenever(?) they fail to meet the threshold. -> COD will pass this requirement to OTAG group

2. Procedures still in draft state

1. Setting nagios tests to critical. COD should be authorized to manage critical test list. Action on M K: update a table with steps to make the test critical. A kind of best practices. Luuk's remark: the test should be running properly on all sites. We are talking about globally critical tests. New tests is developed. Then test is distributed to regions. Anyone can request a test to be critical to COO. COD has to agree (checking if the test does not spoil inforastrucute) and OMB is informed, they can protests if needed? 75% OK rule still applies. COD does not have access to NGI nagioses thus communication with NGIs about the percentage of service instances passing the test is by GGUS tickets.

Any test change in fundamental way requires test certification. 
COD will inform the OTAG about this requirement.

2. ROC/NGI decommission

1. historic view of accounting is disturbed. Will not be fixed. MR: send a ticket for accounting portal for confirmation. Do they deal with historical relations between sites and ROCs? Affects only if we have multiple-country ROCs.

2. VO ID cards – affects the regional VOs only. Inform the VO managers from a given ROC to change the VO scope. In NGI creation. NGI manager should send this information and put into the ticket he/she does it. MK to correct the NGI creation procedure.

3. Site certification

1. HEPSPEC – problem for some sites to but the soft. COD suggestions -> if a site cannot buy HEPSPEC soft the site can find some other site which is similar in terms of machines and publish the same HEPSPEC value.

4. New COD escalation procedure – shown on OMB on Monday, only complaint was HC about 10 working days. Action on MR: convince HC the 10 days is OK.

5. Site suspension: Vera: emergency site suspension procedure. Security issues. COD agree the security people should have rights to do that. Action on Documentation Team: all cases when site can be suspended need to be collected in one place (in NGI and site manual).
COD reply to Mingchao Ma? argument on passing the responsibility of site suspension due to security reasons to COD:

1. the security people should be responsible for security issues till the end - if the site is suspended to security reasons then security people should do that

2. passing though COD will create another delay which we should avoid for security issues

COD suggestion: COD should be kept in an information loop about site suspension due to security reasons (central-operator-on-duty@mailman.egi.eu), inform also NGI manager and of course site. Action on RON to inform Mingchao Ma(?), and Leif Nixon.

3. Finalise proposal on COD-ROD interaction

1. From discussion: no strong need for F2F meetings

2. Phone conferences – maybe? 

3. Monthly newsletter. Ideas what could be inside:

1. recent changes and advances in procedures, tools, ask for input for procedures being worked on

2. Operations Support Metrics results for the past month attached

3. maybe results of Reliability/Availability followup procedure? 

4. Inform how the requirements to operational tools should be submitted.

5. Inform people about how to get trained as ROD.
Action on Ron to coordinate it.

4. COD/DOC f2f meetings?

1. Luuk: try to do ROD workshop again. All: January too early.

2. Action on Ron: contact Tiziana for 90min. slot for COD/ROD during User Forum in Vilnius. Adjacent to OMB if will be there.

3. Action on Vera: contact Tiziana for 90min. slot for doing documentation F2F meeting.

5. What do we do with requests like that from DECH to tweak the nagios result db to get better availability?

1. How to deal with requests for correcting the DB?

2. Luuk: make a thing similar to SD masking problems with monitoring. Advantage: availabiltiy calcul. done at regional elvel will be consistent with ava cal. at central level. 
Action on Luuk: inform Dimitris about that proposal and necessity to talk with OTAG if he agrees.

3. Correct the data or not now?

1. pro:people pay attention to the number

2. pro:cod will have cleaar view

3. COD should be kept in the information loop atbout requeests for DB coorrection. COD should authorize the request for correcting the central DB. (COD need to know about such a problems). 

4. Guideline for COD: if there is no evidence the site could not have been aware there is a problem then the data should be corrected for them.

5. Steps

1. NGI manager applies for data correction on behalf of site to COD with a complete explanation.

2. COD evaluates the request. 

3. If there is YES from COD, the request is forwarded to person responsible for (TSA1.8 head)

For how long in the past we should accept requests?

Luuk: any time

Marcin, Ron: 1 month 

MK: should be some deadline.

Reference to current A/R followup: keep the “fixing” procedure separate from A/R followup. If site thinks the number should be corrected then accept and close ticket.

Action on MK: to write into WIKI.

Tiziana, Dimitris – ask for comments to the procedure. 

goal: present on next OMB.

6. Current Operations Portal developments related to COD

https://wiki.egi.eu/wiki/Operations:COD_Dashboard_requirements
Action on LU: update the wiki page

Action on MK: pass improveemtn to CO
we need a data on when the alarm was 1 raised. 

All: freezing in downtime OK.

7. Current COD items to be pulled out on the next OTAG meeting

1. notifications should be send for services in SD. allows the site to check if the problem was solved and ROD team. allow to close ticket in OK status. Acction on MR: propose to OTAG.

2. Get rid of C-COD role from GOCDB -> COD Manager, COD, ROD, site admin 

Regional Staff move to ROD. 

Action on MK: prepare list of current roles and send to COD. Then send to Gilles (GOCDB).

Define the allowed functionality in GOCDB. e.g. site suspension. 

COD shifter escalation procedure to ROD.

1. Contact ROD

2. COnstan NGI manager

3. Contact COO.

ALL: OK

