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# AGENDA and ACTIONS

|  |  |  |
| --- | --- | --- |
|  | **Agenda Item** | **Action** |
| 1. | **Introduction and Operations update**   * **Obsolete GOCDB Service Types**   + 12 service types will be removed from GOC DB due to not being used   + [https://ggus.eu/index.php?mode=ticket \_info&ticket\_id=113432](https://ggus.eu/index.php?mode=ticket_info&ticket_id=113432) * [Tools-admins@mailman.egi.eu](mailto:Tools-admins@mailman.egi.eu)   + **Purpose:** technical discussions, knowledge sharing * **RC Suspension procedure**   + NGIs and Security team expressed interest in having common procedure for suspending RC with details regarding “who to inform” (no additional approval) * **EGI and EGI-Engage templates**   + [http://www.egi.eu/about/logo\_templates](http://www.egi.eu/about/logo_templates/) | **NGIs**: Please register your tools administrators (NGI SAM mandatory) by contacting EGI operation team to tools-admins mailing list, where needed  **NGIs (NGI\_HR, NGI\_IBERGRID, NGI\_IL, NGI\_RO, AfricaArabia, ROC\_LA)**: change service type of NGI Argus instances to ngi.argus  **NGIs**: inform Operations about available HPC resources not being directly part of European infrastructures yet  **Ops team**: prepare RC Suspension procedure draft  **Ops team**: check possibility to have latex presentation template |
| 2. | **Federated Cloud Update**   * **Monitoring profile for CLOUD**   + Proposal: Create a new CLOUD-MON\_CRITICAL profile that is used for A/R only including the production tests | **NGIs**: Provide comments to Operations about creation of new CLOUD-MON\_CRITICAL profile **deadline: 8.05** |
| 3. | **Security update**   * **Recertification after security suspension**   + Issue: NGIs are recertifying sites suspended for security reason without contacting CSIRT * **Critical Vulnerability Handling Procedure**   + All comments have been addressed.   + After 8.05 if no more comments change will be applied * **Self Assessment of the NGI/Site Security Teams**   + Sites are welcome to fill in survey to check their maturity: <https://check.ncsc.nl/questionnaire/> | **NGIs**: Remind their operations teams that in case of security suspension they need to contact CSIRT before recertifying  **NGIs**: Provide last comments on adding requirement to install pakiti client to Critical Vulnerability Handling Procedure **deadline: 8.05**  **NGIs**: distribute information regarding possibility to perform Self Assessment of the NGI/Site Security Teams |
| 4. | **UMD support for SL5/SL6 and EPEL7**  **Torque4** EPEL has introduced Torque4, which is not compatible with 2.5 and not guaranteed to be compatible with the MW.   Sites must not use any Torque version prior to 2.5.13, which are insecure. A Torque 2.5 version patched by SVG is available in AppDB:  <https://appdb.egi.eu/store/software/software.vulnerability.group/releases/torque/2.5.13-1cri-9nik/>  That version won’t be integrated in UMD. The installation of Torque by SVG needs some customizations that are up to the site administrator. | **NGIs:** Assess: 1. the need of having the MW on CentOS7, with details on which products; 2. the number of sites and services that are still using SL5 or equivalent, and the decommission plan for them.  **NGIs:** sites still on Torque version < 2.5.13 (if any) are encouraged to update to the Torque 2.5 version patched by SVG, configuring the AppDB repository with priority higher than EPEL, so that the Torque 4 released by EPEL will never be installed automatically. Sites that updated to Torque 4 and want to downgrade back to 2.5 will use the SVG version of Torque 2.5.13 above as well. Of course sites that chose Torque 4 and have it 100% working can keep it. |
| 5. | **ARGO migration, schedule and steps**   * **ARGO Central Monitoring**   + Proposal: switch A/R engine to central from September 1st 2015     - No objections | **NGIs**: Provide comments on Central Monitoring switch timeline **deadline: 8.05** |
| 6. | **EGI Strategy summary** | **NGIs:** please provide comments to EGI strategy by 6.05 to Sergio Andreozzi <sergio.andreozzi@egi.eu> |
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