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THE PROPOSALS THE LOW FREQUENCY ARRAY – KEY FACTS 

Ø  The International LOFAR telescope (ILT) consists of an 
interferometric array of dipole antenna stations 
distributed throughout the Netherlands, Germany, 
France, UK, Sweden (+ Poland, …) 

Ø  Operating frequency is 10-250 MHz 

Ø  1 beam with up to 96 MHz total bandwidth, split into 488 
sub bands with 64 frequency channels (8-bit mode) 

Ø  < 488 beams on the sky with ~ 0,2 MHz bandwidth 

Ø  Low band antenna (LBA; Area ~ 75200 m2; 10-90 MHz) 

Ø  High Band Antenna (HBA; Area ~ 57000 m2; 110-240 
MHz) 



•  47 operational stations 
 
•  3 new stations coming in Poland 

•  baselines -> 300 – 1000 km 



THE PROPOSALS THE LOFAR SYSTEM: DATA FLOW 
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Ø  Large data transport rates è data storage challenges (35 TB /h) 
 

Ø  LOFAR is the first of a number of new astronomical facilities dealing with the transport, 
processing and storage of these large amounts of data and therefore represents an 
important technological pathfinder for the SKA 



THE PROPOSALS LOFAR DATA PROCESSING 

Imaging pipeline Pulsar pipeline 

Ø  The Scheduler oversees the entire end-to-end 
process: 

§  keeps an overview of the storage resources to 
decide where to store the raw visibilities 

§  keeps an overview of the computational 
resources on the cluster 

 
Ø  Note: pipelines scheduled to start at specific times – 

batch scheduling system being worked on 

Ø  Note: pipeline framework not flexible 



THE PROPOSALS LTA: LONG-TERM ARCHIVE 

Ø  Distributed information system 
created to store and process the 
large data volumes generated by 
the LOFAR radio telescope 

 
Ø  Currently involves sites in the 

Netherlands and Germany (1 
more to come in Poland in 2016) 

 
Ø  Each site involved in the LTA 

provides storage capacity and 
optionally processing 
capabilities. 

 
Ø  Network consisting of light-path 

connections (utilizing 10 GbE 
technology) that are shared with 
LOFAR station connections and 
with the European eVLBI 
network 
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THE PROPOSALS DATA DOWNLOAD 

Ø   Web based download 
server 

‘LTA enabled’ ASTRON/ 
  LOFAR account 

Low threshold 

Primarily for few files 
  & smaller volumes 

Ø   GridFTP 

Requires grid 
  user certificate 

More robust; 
  superior performance 

Requires grid 
  client installation 
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THE PROPOSALS LTA: ASTROWISE 

Ø  Interface to query the LTA database and 
retrieve data to own compute facilities 

Ø  Public data – data that has passed the 
proprietary period become public and can 
be retrieved by anyone 

 



THE PROPOSALS LTA CATALOG QUERIES 



THE PROPOSALS LTA CATALOG DATA RETRIEVAL 

Ø  The LOFAR Archive stores data on 
magnetic tape. Data cannot be 
downloaded right away, but has to 
be copied from tape to disk first. 
This process is called 'staging’ 

Ø  Limitations:  
§  stage no more than 5 TB at a 

time and no more than 20000 
files 

§  Staging data from tape to disk 
might take some time since 
drives are shared with all 
users (also non-LOFAR) and 
requests are queued 

§  Staging space is limited and 
shared between all LOFAR 
users – system might 
temporarily run low on disk 
space 

§  Data copy remains on disk for 
2 weeks 

§  Maintenance and small 
outages experienced regularly 



THE PROPOSALS PROCESSING IN THE LTA 

Ø  Use Processing resources at 
the LTA 

Ø  Service to LOFAR users 

Standardized pipelines 
Integration with catalog & user 
interfaces 
Processing where the data is 
Hide complexity & 
inhomogeneity 

Ø   Expert users can 

Run custom software 
Use native protocols 
Optimize workload 
Build on integration with 
catalog 
- Queries 
- Ingest output including data 
lineage 
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File size distribution ingested 

THE PROPOSALS DATA AT THE LTA  

File size distribution ingested File size distribution staged 
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Ø  Exceeded 20 PB 

of data in the 
LTA! 

Ø  Current growth 
per year: 6 PB 
(and increasing!!) 

Ø  5.5 million data 
products  

Ø  > 1 billion files 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Courtesy of LOFAR LTA team: L. 
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THE PROPOSALS KNOWN ISSUES AND WISHES 

Ø  Ingest jobs may need to be monitored closely to verify that all files are ingested and to manually recover the situation 
after a failure.  

Ø  Instability of the ingest system can cause long ingest queues and, inevitably, can make CEP2 very full. In extreme 
cases, the observing schedule needs to be rearranged because there is not enough disk space available on CEP2 to 
store more data till important ingest jobs are completed and the corresponding data can be removed from the cluster. 
This obviously limits the observing efficiency. 

Ø  Larger file number/size for staging required 
 
Ø  Fully exploit processing resources offered by the LTA 


