TSA1.7 plans for 2011
Grid Oversight

1. COD and OLA. Currently COD is ensuring that the only measurable Quality Metric from OLA is meeting its threshold. There are plans to develop OLA in EGI. COD needs to understand its role in that.

2. New middlewares in EGI. COD need to understand impact on operations support model related to having ARC, UNICORE sites on board.


3. Operations support metrics. We could evaluate how to make the metrics more important for ROD teams. By this we mean that we would like to find ways to increase the awareness of ROD teams of their performance.


4. Definition of operations procedures. This is an ongoing activity and we will continue to do this.


5. COD in OTAG. We need changes in operations dashboard to facilitate our work, categorization, prioritization of changes in dashboard and making sure that improved dashboard suits our needs.


6. ROD newsletter. In our view it is a community building and information task which we want to continue in 2011.

7. Complete the ROC transition to NGIs.

8. We have observed that improving the quality of the grid by submitting GGUS tickets to underperforming sites does not really help. It is very laborious and we have about the same amount of sites every month. We would hope that this would decrease. We need to find a solution for this.
9. Find a solution for continuously underperforming NGIs.

10. Consistent and coherent integration of nonproduction resources in the infrastructure. Several time we have encountered that site that want to setup, for example, a test SE are getting GGUS tickets from their ROD because the SE raises alarms or the test SE adversely affects the reliability and availability of the site. We should investigate how such a resource can be integrated in a consistent and coherent way. Of course not only the COD will be involved in such an activity.
Triage
The TPM procedures have been extensively tested now and can be seen as established.

TPM means first line support and as such it is responsible that tickets are being solved or assigned to the correct support unit in a timely manner.

I think there were no major complaints in this context so far. Improvement at the most on human level: training, reliability, experience - but absolutely no reason to change something here at the moment. 

In the next month the EMI support units will be hidden behind the DMSU which means slight adjustment of the ticket assignment for the TPMs - detailed instructions will follow asap.  
EGI Network Support Coordination - Objectives for 2011 

1. Present the proposals from the EGI Network Support Proposal Task Force to the EGI operations NGI community on the 7 identified Use Cases around network support: GGUS, PERT, Scheduled Maintenances TroubleShooting, e2e Multi-Domain Monitoring,  DownCollector, Policy and Collaboration; Discuss with the community at the f2f meeting on Jan 24 in Amsterdam.

Based on the outcome of the discussion in Amsterdam, the following work plan objectives  will be  pursued,  prioritizing them according to the consensus reached within the EGI community:

2. Put the identified workflow for Network related issues in place in the GGUS Support system, in order to provide support to general network related tickets within the EGI community

3. Deploy  the required local probes for the tool for troubleshooting on demand (HINTS), put the system in production (server, documentation, guides, support) , enroll sites in two phases: a first pilot phase with volunteering sites,  then extend the site involvement to all interested sites. Organize basic training on the tool for the EGI community.

4. Provide the EGI network community with a customized distribution of perfSONAR on a     live -CD for scheduled  bandwidth and delay measurement, and the storing of the monitoring data on a DB. Provide a Graphical User Interface for Users to display the historical on monitoring measurement

5. Discuss and permanently liaise with GN3 on the new PerfSONAR developments about the three major use case GN3 will be focusing upon: Network troubleshooting in multi-domain environment, circuit monitoring and SLA verification.  Ensure the EGI community is linked to the GN3 one, both for what concerns the contribution EGI can provide to GN3 in terms of testing and early adopting on a volunteering basis , and in terms of GN3 taking into accounts the priorities, feedback and relevant instances coming from EGI for the tools, their deployment, their user-friendliness, the answers they provide to Grid related network use cases and requirements.

6. Further improve the  available NetJobs tool (network monitoring based on the usage of Grid jobs) , on a volunteering NGI basis,  for e2e monitoring. Add new metrics, improve the Graphical User Interface, possibly interface to an Alarming system.

7. In particular, discuss within the NGI community the possible need to design a more efficient and user friendly tool for the handling of Scheduled Maintenances w.r.t. the  current GGUS interface for Scheduled Maintenances; Evaluate the possibility to implement it by volunteering NGIs.

8. Further integrate all provided tools and documentation for Network Support in the operations portal for EGI.   

9. A targeted discussion on the strategy around IPv6 and IPv6-related Grid middleware and middleware deployment issues will be organized.  A general  strategy  about IPv6 has to be discussed and agreed upon: it may fall out of the scope of EGI-Inspire, but will for sure impact the EGI network support community. Therefore we feel a  strategy aimed at supporting the community at the evangelization should be envisaged, even if will fall out of the exclusive scope of the EGI-Inspire project. We should ensure the IPv6 issue is followed up at some level by either volunteering network support contacts from NGIs, or at least collaborating projects ( middleware providers).  Completely ignoring IPv6 doesn’t seem to be a wise approach to the issue: IPv4 address exhaustion is foreseen for the end of this year/beginning of 2012. 

10. Organize a specific questionnaire targeting the National Research and Education Networks (NRENs), aimed at understanding their interaction model with NGIs and their approach to Grid user and site support. The outcome of this questionnaire will help further developing plans for the Network support coordination and liaising NRENs and NGIs at a European scale, in order to further refine the plans for the EGI Network Support coordination in future.  (identifying possible relevant requirements, use cases and their corresponding tools which haven’t been identified so far).

