Primary usecase: Mechanisms to monitor reliability and availability of provided services.

Is this the only one?

(WHY)

What problems do we need to solve?

- Security of the network? Malicious behavior. Traffic sniffing. 
- Already literature about the issue available.

* We should make this a high level issue. Monitoring is already important in RPs? the discussion focuses on issues specific for virtualization environments.

* Should we ever look inside a VM? Could be a service from the provider. 
-- Should do reasonable monitoring of traffic but shouldn't go deep inside the VM
-- For forensic purposes we should be able
-- VM owners should be notified that VMs could be investigated in case of security problems. Overcome legal implications. Data protection laws.

For the purpose of monitoring we have no use case that needs to look in the machine

Service monitoring inside a VM is responsibility of the user community. Independent of the cloud layer. The users just need to be sure that the transition to a virtualized environments will be transparent and that the existing monitoring mechanisms will remain intact. 

* Should we provide information from the hypervisor to the end user? Yes up to a certain level. The user should have a clear picture of the resources that he/she utilizes in the cloud (number of VMs, CPU cores, disk space etc).

* Relationship between accounting and monitoring. Accounting tells you at the end of the day. Monitoring is continuous and gives you immediate up-to-date information.

* Monitoring and SLAs. Adherence to SLAs overall a tough issue. Need to better understand it before placing requirements to monitoring tools.

* Information needed for scheduling are not a monitoring thing. 
-- Monitoring provides information of the functional state. 
-- Agreed that sometimes there is a thin line between them.
-- RPs need to know to what extend their resources are full in order to make for example per VO specific resource provision decisions.

* Need to monitor the health of the infrastructure

* Availability to instantiate VMs in a cloud.

Overall monitoring is ill defined. The scope is variable depending from an individual's point of view.


(WHAT WE NEED TO MONITOR)

* Network activity (although not quite clear what this entails)

* Security

Notice: We should focus on cloud-specific monitoring requirements

Q: Is there much difference with the way we are doing things now as grid resource providers?

We shouldn't impose a large number of requirements without having a clear understanding of the problem (i.e. resource provision in cloud environments)

Monitoring the over-provisioning enabled from the RP.

Experience from StratusLab:
-- Physical monitoring from ganglia
-- Monitoring on the cloud service layer. Health of the hosting nodes. If nodes overloaded we might need to migrate VMs to a different host. VMs running per user. 

What amazon provides to its users? (see slides)

Q: If i have problems starting a specific VM image is this a monitoring issue? E.g. SL5 has problems with a specific kernel i chose to use. 

Performance monitoring for different kind of hypervisors. Continuous from the point of view of the RP? Maybe in order to be proactive and keep a high level of service (avoid losing clients).

If we'd like to compare virtualization technologies, daily performance monitoring could be useful, especially now that more and more RPs will start providing virtualized resources using a variety of VMM solutions.

Q: What things we want from the VM managements layer? This appears to be site specific. Every RP might need to monitor different things.

(OTHER ISSUES)

Q: As a user the information what is "causing me costs" a monitoring issue?

Q: Can I save power by shutting down machines that are not used. Can monitoring help me do that? Automatically form the VMM layer. These machines shouldn't appear in error state in Nagios or Ganglia. Support for the reverse function; add nodes in the infrastructure to satisfy peak demands. 
-- Trivial monitoring information (number of VMs running on a physical host and total physical CPU consumed). Some VMM support this funcitonality but should be able to program it in other hypervisors also.

- There should be a unique handle returned from a Virtual resource that can be used to assess the status of the resource (e.g. is a VM still up? Is a persistent storage still allocated?)

(ANSWERS TO QUESTIONS ON INFRASTRUCTURE LEVEL)

- Standards?
    **  Do we have additional requirements from existing monitoring systems? In principle systems like nagios and ganglia can be extended to cover additional monitoring requirements.

- No real issue with the rest of the questions (?)
