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Delivering Agile Research Excellence on European e-Infrastructures

Working environment for professionals wrestling with 
challenges involving complexity of methods and data

Domain Expert - Computational Scientists - Research Developers

- Mapping from abstract methods to concrete applications 
executed by different enactments seamlessly 

- Validation and Traceability of runs and products: 
diagnose, monitor, repeat

- Organisation of campaigns reusing data and methods 
from multiple runs

-

Accelerate productivity of expert teams.
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Requirements Collected from EPOS/IS-ENES 

▪ Control over heterogeneous applications (HPC simulation, data processing). 
▪ Develop new atomic functions adopting community libraries. 
▪ Access to distributed data sources to gather input data products.

▪ Find, Repeat, Reuse and Trace execution’s outcomes. 
▪ Integration within existing community portals, web-services. 
▪ Automatic allocation of resources for large computations. 

▪ Abstract workflow pipelines from implementation. 
▪ Process large data volumes, near(er) to the data storage. 
▪ Exploit Research infrastructures and e-infrastructures services (ESGF, 

EOSC). 
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DARE Catalogues 
for Data and Methods 
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Workflow development  
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Provenance Configuration for lineage usability
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Monitor, search and analyse results through lineage
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Misfit	
Analysis

Interconnected	
workflows	executions

Monitor, search and analyse results through lineage



Provenance Model, Services and Tools combining system, domain and user-driven information about the computation
 

Large Scale Lineage Representation, Management, Exploitation

S-PROV

S-ProvFlow

A. Spinuso: Active Provenance for Data-Intensive research: https://www.era.lib.ed.ac.uk/handle/1842/33181 
S-ProvFlow:  https://github.com/KNMI/s-provenance 

https://github.com/KNMI/s-provenance
https://www.era.lib.ed.ac.uk/handle/1842/33181
https://github.com/KNMI/s-provenance


S-ProvFlow Lineage API
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Workflow  
Data-Staging & 
Processing

Raw Data Volume

AWS, BRGM, GRNET

-Large workflows execution on 
containerised resources 

-Combine different workflow 
languages (CWL, dispel4py) 

-Capture and analyse lineage 

Workflow 
Execution 
(DARE API)

Community portals

- Web API to facilitate integration and  
    flexible deployment (data proximity) 

- Staging and Pre-processing (CWL) 
- Data staging history 

- Automated resources preparation 
- Local Execution 
- Traceable Updates of Working Sessions

Notebook  
API



PROV Templates   
Model provenance of the creation and 
interactive update of a Working Sessions 

- Distinction between user’s choices and 
system’s concerns 

- Reproduce technical setups (.. also onto 
computational nodes)

Trace Notebook Creation and Updates 

Update Session 
Template



Why PROV Templates (as a service)

▪ Templates foster discussions on provenance relationships 
involving heterogeneous agents and resources. 

▪ Modelling of usable and re-usable provenance scenarios 
(tailoring vs generalisation) 

▪ Remove the burden to hardcode provenance editing  
     (expansion tools/services) 
▪ Bindings in applications costs less than building graphs  
     (weight-shift to the service)
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Luc Moreau et al. A Templating System to Generate Provenance 
https://eprints.soton.ac.uk/405025/1/provtemplate.pdf 
ProvenaceTemplate Catalogue 
https://github.com/EnvriPlus-PROV/ProvTemplateCatalog 
https://envriplus-provenance.test.fedcloud.eu/ 

https://eprints.soton.ac.uk/405025/1/provtemplate.pdf
https://github.com/EnvriPlus-PROV/ProvTemplateCatalog
https://envriplus-provenance.test.fedcloud.eu/
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Thanks!


