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● HTCondor-CE service present in the GOCDB 
● GGUS Support Unit created
● Security being worked out with EGI CSIRT
● IS info-provider available for testing
● APEL accounting for HTCondor BS ready (previous work by 

PIC, improved and integrated by Steve Jones) - Liverpool 
tested it, other sites testing it

● HTCondor-CE packaged without dependencies on OSG 
software

● Nagios probes for direct submission to HTCondor-CE
● Documentation being written

Alessandro Paolini
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Balázs Kónya

Variety of protocols supported: 
ACIX (ARC Cache Index), File, GridFTP, HTTP(S), LDAP,
Rucio (ATLAS data management system),, SRM, S3
Xrootd…. LFC, dcap, rfio, ... (legacy)
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Brian Bockelman

CE!
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HTCondor-CE accounting with APEL
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Steve Jones

End user documentation 
https://twiki.cern.ch/twiki/bin/view/LCG/HtCondorCeAccounting#Technical_setup

Scaling factor scheme 
https://twiki.cern.ch/twiki/bin/view/LCG/HtCondorCeAccounting#Implement_scaling_factor

Tests
https://twiki.cern.ch/twiki/bin/view/LCG/HtCondorCeAccounting#Tests_on_a_HTCondor_CE

Design notes 
https://twiki.cern.ch/twiki/bin/view/LCG/HtCondorCeAccountingDesign

https://twiki.cern.ch/twiki/bin/view/LCG/HtCondorCeAccounting#Technical_setup
https://twiki.cern.ch/twiki/bin/view/LCG/HtCondorCeAccounting#Implement_scaling_factor
https://twiki.cern.ch/twiki/bin/view/LCG/HtCondorCeAccounting#Tests_on_a_HTCondor_CE
https://twiki.cern.ch/twiki/bin/view/LCG/HtCondorCeAccountingDesign
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Josep Flix

+ Local submissions
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HTCondor-CE experiences: CNAF
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Stefano Dal Pra

Migrating from CREAM-CE/LSF to HTCondor-CE/HTCondor
First tests including use of GPUs
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Pros and cons of CE alternatives
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Experience in Liverpool when using/testing ARC-CE, 
HTCondor-CE and VAC

Steve Jones
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Q: Fairshare in DODAS? How to handle this?
A: DODAS can easily be interconnected to a Batch System, so the pilots are 
created by the BS, preserving fairshare, etc….
Q: How do we go forward, since we have 18 months time for the transition?
A: Working Group should be created to handle the transition and help the sites 
during the transition. Communication channels need to be created and lines of 
action will be broadcasted
Q: EGI perspective on sites with no CE at all?
A: Security via ssh? It might be a showstopper for some sites, but of course this 
might be an option. It might happen that this is adopted by some sites - follow-up
Q: Does any VO in EGI expressed any concern for CREAM-CE migration? 
A: All of the VOs should (already) know that the migration is happening, which are 
the options available, etc… We need documentation and spreading more info
Q: Which are the standards as of now? This might help sites/VOs…
A: Uniform solutions (dream) did never happened in the Grid. More common 
components are being used elsewhere nowadays. We will need to deal with the 
diversity. Even, standards have also timelines and death-dates… This is IT!
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PANEL / QUESTIONS

58

Q: Which is the plan for VOs that does not have developers? Support?
A: Tools and documentation will be available. There is a DIRAC catch up 
instance for these VOs, which is a generic solution. Diverse knowledge is 
difficult to manage, it might need funding agencies to be (more) committed

Note: Globus end-of-life was managed through a dedicated list… maybe a new 
list can be created to share experiences, documents, etc… for the CREAM-CE 
migration



59

Conclusions/Outlook

59

● CREAM-CE decommissioning on-going… 18 months ahead
● Good discussions on available solutions and experiences: 

○ ARC-CE, HTCondor-CE
○ No-CE solutions: DIRAC SSH CE, DODAS, VAC
○ Tools to ease deployments: SIMPLE, SLATE

● HTCondor-CE is the natural choice for sites using or 
migrating their BS to HTCondor

● Which solution to adopt depends on your VOs requirements, 
or the type of site to deploy or the resources you want to 
exploit… It’s not just the ‘entry point of jobs’, a CE might not 
be needed at all in some cases: 
○ Do you want a CE that handles data Caches?
○ Do you want to exploit opportunistic resources easily?
○ Do you want to launch pilots that connect to central VO WMs? 
○ Do you need to exploit and integrate HPC or Clouds into your site?
○ Do you want to offer a lightweight site to a particular VO?
○ Do you want to reduce deployment efforts, it might be possible



6060

● It was a workshop → Actions:

○ (more) documentation and procedures should be made 
available

○ Collaborative effort to bring all of the necessary elements that 
can help VOs and sites, for the different options

○ Tightly coupled coordination effort from EGI and WLCG Ops
○ Creation of a Working Group to manage the transition
○ Communication channel to spread information → mailing list
○ Expecting a diversity of solutions to be adopted elsewhere
○ Foreseen follow-up discussions/check-points during the period

Conclusions/Outlook
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