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O HPC Cloud
Philosophy

HPC Cloud Computing:

Self Service Dynamically Scalable Computing
Facilities

Cloud computing is not about new technology, it is
about new uses of technology

BiG Grid

the dutch e-science grid




Our starting point
for BiG Grid HPC Cloud

Easy & standard(familiar) access protocol
- name&password (or x509 certificates)

- Support ad hoc collaborations
- Support Cloud standards (OCCI, OVF, CDMI, WebdDAV)

Zero client software install

- Standard browser with java applets & javascript enabled

- Additional tools optional: VNC viewer, ssh/putty etc

User has free choice

- Operating System & applications

- Root rights in VM and on private network

- Configuration of private cluster

- Anything goes: Multi core, multi node, long running (services, databases)
It doesn't have to be optimal, great is good enough

- Virtualization overhead acceptible, only thousands of users not millions ,
only terabytes not petabytes
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Users of Scientific Computing

 High Energy Physics

« Atomic and molecular
physics (DNA);

» Life sciences (cell biology);

* Human interaction (all
human sciences from
linguistics to even phobia
studies)

« from the big bang;
* to astronomy;

» science of the solar
system;

 earth (climate and
geophysics);

* into life and biodiversity.

° Slide courtesy of prof. F. Linde, Nikhef
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Users in pilot and beta phase

e From the start at least 50% in use
e Currently between 70-80%

* 50 user groups
- 30 % from lifesciences (bio-informatics)
- Psychology
- Geography
- Linguistics
- Econometrists
e Currently 19 requests on waitinglist (!)

 Festive Launch at 4 th October in Amsterdam
(www.sara.nl - Agenda)
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http://www.sara.nl/

The product:
Virtual Private HPC Cluster

« We offer:

- Fully configurable HPC Cluster (a cluster
from scratch)

. Fast CPU

- Large Memory (256GB/32 cores)

- High Bandwidth (10Gbit/s)

. Large and fast storage (400Tbyte) ‘ " HE
. Users will be root inside their T o

own cluster

« Free choice of OS, etc Platform and tools:

« And/Or use existing VMs: . Redmine collaboration portal
Examples, Templates, Clones of - Custom GUI (Open Source)
La ptop Downloaded VMs. etc « Open Nebula + custom add-ons

. CDMI storage interface
- Public IP possible (subject to
. security scan)
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HPC Cloud,
what is it good for?

Interactive applications
High Memory, Large data

Same data, many different applications
(Cloud reduces porting efforts!)

Dynamic, fast changing and complicated applications
Clusters with Multi Operating Systems

Collaboration
Flexible and Versatile

System architecture is expandable and scalable
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User collaboration Portal

e Redmine (www.redmine.org

My p=ge = CIoud SUpporE e Moz IFrerox

@ v @ [ htlps[jwww.(loud.sara.nl[my/page v

(@ My page - Cloud Support L' v

Home My page Projects Administration Help

Cloud Support

My page Personalize this page
Issues assigned to me (2) Reported issues (60) Cloud Support - Mozilla Firefox.
# Project Tracker Subject # Project
82 SARA Cloud infrastructure Support provide documentation on "Clone my laptop” 82 SARA Cloud infrasiructur{ Bl e B -
(Feedback) o -
106 SARA Cloud Infrastructure Feature Proper User Agreement (Feedback) 153 ManagementConsole || §¥] Cloud Support o v
81  ManagementConsole = Administration Help

View all issues 29 managementconsole |FeIRPTe] Support

56  ManagementConsole

60  ManagementConsole
94 SARA Cloud infrastructurd

101 ManagementConsole

Home

This is the main community support site for the HPC Cloud infrastructure at SARA; it contains % Latest projects
104  ManagementConsole | several sub projects to separate the relevant information streams.

+ ENTRAIN Data distribution (03/25/2011 03:29 pm)
The ENTRAIN Data Distribution project is a pilot project which demonstrates the use of
an OpeNDAP server for providing access ta structured data sets. The data set was

= Support produced in the ENTRAIN project and consists of 15Tb of simulation data.
The suppart channel for all question, feature requests and bugs.

+ Documentation
106 SARA Cloud infrastructury A project containing all documentation

View all issues
The ENTRAIN project aims to provide the growth-rate law for the evolution of
atmospheric boundary layers. For weather, climate, and air quality models, it is of vital
importance to correctly forecast the evolution of the boundary layer, which grows in
time due to daytime heating and wind-shear....

= Al Projects
An overview of all other projects, including the community projects and public vm
templates

= The management console

Brings you to the main management console to manage your virtual machines, virtual O CriEnreges CenalTyrusnt (QR2ERT Th22E o))
networks etc. New Cloud Storage project to trace development efforts.
You can always contact the support team via cloud-support@sara.nl * User embrace (03/16/2011 09:43 am)
* Flyswift (03/01/2011 10:22 am)
£ Latest news Flyswift is the project during which the Flysafe bird migration model will be deployed at

KNMI. As a testing environment, a ‘clean’ virtual machine is set up in the cloud. This
Evaluating OpenNebula 2.0: Wiki update clean virtual machine resembles the environment at KNMI and will provide insight in the
Redmine = 20002 - Dt ) (PR ) e, P e Sl 9 G2 (1 limits and requirements of the client's computing environment....

Added by Jhon Masschelein & months ago

« User dpaviopoulos (02/18/2011 03:16 pm)
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elf Service GUI
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Openbebula Management Console
wm's | hosts | retwarks | weery |
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Openbebula Management Console
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Logged in as claudia - logout | version: 1.0.1
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o R Lo I Upload image:
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[SIEEX] hitps:/jui.claudia.sara.nl/console. php?id=161
Disconnect | Options | Clipboard| Record| Send Ctrl-Alt-Del| Refresh
-1

lsck from util-linux-ng 2.16
dev/napper/cloudnode-root: clean, 46000/609600 files, 226042,2436096 blocks
* Setting preliminary keymap
debian504 Stantine o
w22
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OpenNebula Management Console

Logged in 2s daudia - esion: 1,01
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Create / Modify template:

*Tip: You can clone a template by changing the name during editing

Name [tutorial_vm_publi ]
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* Boot B v
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Open Source, available at Herer ot @

Graphics section:

www.opennebula.org a—

L]

Fe Cpeiends Maih . i ComdeiniaMauge.. [ Aaerans -

1G Grid

the dutch e-science grid 10




Monitoring workload
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Advantages of HPC Cloud

Only small overhead from virtualization (5%)
easy/no porting of applications

Applications with different requirements can co-
exist on the same physical host

Long running services (for example databases)
Tailored Computing

Service Cost shifts from manpower to
infrastructure

Usage cost in HPC stays Pay per Use
Time to solution shortens for many users
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Observations

Usage: Scientific programmer prepares environment, Scientist
uses

Several “heterogenic clusters” Microsoft Instances combined with
Linux

Modest parallelism (maximum 64)

User wishlist: Possibility to share a collection of custom made
virtual machines with other users

Added value: support by your trusted HPC centre.

HPC Cloud on HPC hardware is necessary addition to a complete
HPC eco-system

Interactive support works (some users do read tickets and
documentation)
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Thank you!

Questions?

SIMPLY EXPLAINED — PART 17: www.cloud.sara.nl

CLOUD COMFPUTING
Bi G Gri d photo: http://cloudappreciationsociety.org/
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Example Project 1

* Medical data MRI Image processing
pipeline

J Cluster with custom imaging software

- Dynamic scaling up depending on the
load

J Added 1 VM with web service for user
access, data upload and download

anterior superior lateral

BiG Grid

the'dutch e-s¢ience grid




Example project 2
NMR spectroscopy: Virtual Cing by J. Doreleijers

With NMR spectroscopy the 3D structure of biomolecules such as proteins and DNA are solved in

solution.

It thus provides a structural view of the chemical reactions that underly most diseases.

NMR structure determination needs a solid validation of the experimental data in relation to the

resulting

3D coordinates because the process in many labs has not and often -can- not be

automated fully. A virtual machine called VirtualCing (VC for short) interfaces to the best 24 NMR
validation programs, together with CING's internal unique checks. VC was developed because
installing the external programs on a traditional grid would take too long in development and would
be cumbersome to maintain. We were able to validate all the 8,000+ structures currently available
in the worldwide database Protein Data Bank (wwPDB) in just a week. The same strategy is applied
to recalculate, improve and validate several thousand protein structures in a new project named
NMR_REDO.
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User Experience

(slides from Han Rauwerda, transcriptomics UVA)

Microarray analysis: Calculation of F-values in a 36 * 135 k transcriptomics study
using of 5000 permutations on 16 cores. Over 10 week period 30.000 core-hours
Data analysis using R (statistical analysis) with specialized plugin

Ageing study - conditional correlation
dr. Martijs Jonker (MAD/IBU), prof. van Steeg (RIVM), prof. dr. v.d. Horst en prof.dr. Hoeymakers (EMC)
- 6 timepoints, 4 tissues, 3 replicates and 35 k measurements + pathological data
- Question: find per-gene correlation with pathological data (staining)
- Spearman Correlation conditional on chronological age (not normal)
- p-values through 10k permutations (4000 core hours / tissue)

Co-expression network analysis
- 6k * 6k correlation matrix (conditional on chronological age)
- calculation of this matrix parallellized. (5.000 core hours / tissue)

Development during testing period (real life!)

Conclusions

* Many ideas were tried (clusters with 32 - 64 cores)

* worked out of the box (including the standard cluster logic)
* no indication of large overhead

* Cloud cluster: like a real cluster

* Virtually no hick-ups of the system, no waiting times

* User: itis a very convenient system
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