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Motivation

 Large and complex systems
— Thousands of nodes
— Tens of thousands of processing elements
» Shared subsystems (memory, network, storage)
— Both custom and commodity interconnects

» Myrinet, Infiniband, 10 Gigabit Ethernet, Cray SeaStar, Cray
Gemini,...

« Difficult to understand and troubleshoot
— Hardware
— System software
— User applications

 Resource-Aware computing could improve
— System throughput
— Application performance

System understanding requires appropriate
Instrumentation and interpretation
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System Instrumentation

Wealth of information available:

« Some typical platform related information and update frequencies

— Voltages, temperatures, fan speeds — LM sensors (query based but seems to
have ~2 sec refresh period)

«  Kernel metrics such as CPU and memory utilization -- /proc (query based)
*  Could use more — example: power supply efficiency
* Interfere with user applications

— Log files — syslog, console logs (whenever appropriate event occurs + time lag)

— Resource Manager information — user, app, resources, terminal state (beginning
and end of job)

— Network and storage infrastructure

« Difficult to customize because typically systems are comprised of
COTS servers

— Already instrumented

— Can sometimes pay for access to advanced monitoring features (IPMI)
 Environmental monitors

— Temp, humidity, power, cooling units, etc.

What is the relevant data? What data could be
\ relevant given the appropriate analysis? .
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CPU Temp (C)

Difficult to Extract Meaningful Information

Data Features and Analysis Complications

* Numeric and textual data

» Geographical and temporal variations (e.g. temperature, power)

« Multiple applications

« Components with both inertial and non inertial observables

« Meaningful window sizes depend on characteristics of observables
* Time skew (e.g. measurement, cause and effect)

« Large scale
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OVIS: A Scalable Tool Targeted at
Gaining System Understanding

Table of observables

Lightweight information harvesting to be published

Information aggregation %
* Information analysis @ >
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Data Exploration Toward System

Scheduler Log Search

Physical Visualization
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moEsEs Search:®

ovis Dig

Understanding

Search Results

M| [=)1E3

metric
metric
metric

HugePages_Free
HugePages_Rsvd
Hugepagesize

A

=T
Prefix Make/Metric = B g =
SoR3ichy e 3-D Time Colors Display [ml ‘ S0
metric S2R1_chl_ce_cou —
. R ook |fail ¢ [job_3482_1
2 Start Time End Time nalysis: Descriptive statistics <
nt [Feb 12, 2009 v| [Feb 28, 2009 v
t &l node::Active
[9:20:21 AM 2 [12:9:06 PM Metric(s):
1selected £
f id  jobid use use jok jobstate pa tin starttime v endtime = | Clear
: 3824 . FAILED 60 2009-02-22 20:16:57 2009\llP2 2
3833 - FAILED 60 2009-02-2220:17:19 2009 2
. 3832 wi o T.. FAILED 60 2009-02-22 20:19:25 2009-02-222
. 12735 FAILED nw 60 2009-02-23 07:55:56 2009-02-23 ¢
. 12736 FAILED nw 60 2009-02-23 07:55:58 2009-02-23 §
ok TORD e et 12737 FAILED nw 60 2009-02-23 07:56:05 2009-02-23 C
alde L3RR D e 12738 .. .. .. FAILED nw 60 2009-02-23 07:56:10 2009-02-23 C
s o 12760 .. .. j.. NODEFAIL  nw 60 2009-02-23 11:02:30 2009-02-23 ]
it 12763 nw 60 2009-02-23 11:16:35 2009-02-23 1
i senng 3841 . .. 2009-02-2311:18:36 2009-02-23 1
i e et 12766 nw .. 2009-02-2312:02:14 2009-02-23 1
i Year 2009 12767 NODE_FAIL  nw ... 2009-02-23 12:03:35 2009-02-23 1
o.-count:. Month Feb 12768 NODE_FAIL 2009-02-23 ]E
S3R2_ce_count Day 23 (Mon) T 12771 2009 ]
_ce_ nody Aciiss -~
S3R2.ch0_ce_count Mg%‘tl; ég AT durens | Adlesll 231wl A2esl i Component(s): [node207-208.node211-213,node225,node227,node235
2 chl ——
e X Second 19 12782 .. ... nw ... 2009-02-23 15:05:34 2009-02-23 1 Start Time End Time
5 se_count 2247 2000.02-22 15:21:16_I008-07.-24.0|~, [Feb 23, 2009 v | |Feb 23,2009 v
S3R3_ce_count B | D = A [ ~
S3R3_cho_ce_count [12:47:40 AM [12:29:26 PM B
i ks Search:&.(Gade |Job state 2| CJ idle times only
e_count _— - state A # %
b 3-D | Time Colors | Display
10_ce_count 1 W Timeout 0 o
h1_ce_count
metric 4_ue_count { 2/l NodeF... 1 100
metric MemTotal 3 M railed 0 o
metric MemFree l
metric Buffers | 4/l Compl... 0 o
metric Cached s M cancel... 0 °
metric SwapCached B0 000 i
o
metric Inactive I o Learn |
metric HighTotal | &t I
metric HighFree 13 Results
metric. Lowfotal tn Results from 1 shepherd (20001)
e, swapioul ‘ fe i i pla ] D (Toxtviewsr | TableViewsr
metric SwapFree \ ;, Time Summary Node Summary i
metric Dirty o Description Value Description value | Atotal of 284 observations
metric Writeback {,‘ Average timelimit 6:00:00 | |Average nodecount 8.00 NodeActive
¥ (h:m:s) 00 |
infiﬁ g:t;r:;adges L TRl Common nodes  206,207,210,211,212 Range [678464,3.21544e+07)
metric Slab ¢ job run time 0:41:46 Mean 1.00792e+07
metric PageTable ! (h:m:s) Standard deviation 8.63617e+06
metric NFS_Unstable t Average arithmetic difference Variance 7.45834e+13
metric Bounce lk"me"m*tw jebjnintime:.  [5:18:14 Skewness al 0.481073 G1 0.486197
metric CommitLimit Year 2009 ) Kurtosis 2 -0.708611 G2 -0.699819
metric VmallocTotal Day 23 (Mon) )
metric VmallocUsed Hour 12 ) 'nazla_ l:\.’:ll‘/'#. o
metric VmallocChunk s Minute 26 507095 Ldlais  2Aleay 3z
metric HugePages_Total Second 19

Job Drop onto
Physical Visualization

Sandia
National
Laboratories

Analysis
Pane

/’@]



Visualization e

Spatio-temporal display can give intuition
« Raw data

— Temperature data — exhaust recirculation leading to thermal
Issues

— Voltage data — Power distribution/supply problems?
— Network data — Bottlenecks and hot spots
 Derived data and analysis results....
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Derived Metrics via User Scripts é\é.

« Custom Scripts:
— Read raw data from db (e.g., error counts)
— Calculate derived quantity (accumulated error counts over a job)
— Write derived data to db

Metric Generator

Script: \.accumulate‘pl s

Usage accumulate.pl dbname hostname inputMetricTable outputMetricTable starttime endtime

Description:
or accumulate.pl --help for help
example: accumulate.pl OVIS_Test localhost MetricCnActiveValues MetricCnAccumulateActiveValues "2009-02-23 12:01:01" "2009-02-28 03:04:05"
Parameters: [OVIS_G\oryFebTrunk localhost MetricNodeS3R3_ce_countValues MetricNodeS3R3_EDAC_CumulativeErrorsValues "2009-02-12 11:51:43" "2009-02-21 8:36:46"
node::S3R3_ch0_ce_count
Input Metric:
Clear ‘

Output Metric: [nnde::SEREiEDAcicumulative ]

° ‘

Output Storage: ‘.ﬂuat o

\_ Generate Metric \

« Derived metric available for analysis, visualization
« Rapid prototyping
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Data Collection Issues

Sources and interference

— Out of band doesn’t interfere with computational resources but may with
communications — separate network

— Collection of kernel metrics (CPU utilization, memory utilization, cache
misses, etc.) can compete with application for computational and
memory resources

— Distributed

Scalability

— Volume

— Bandwidth

— Longevity

Performance

— Interference of collection and analysis

— Currently write then read for analysis — will be changing to stream
through analyses before write
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Scalable Collection and Analysis of
Observables

« Data collection of kernel
Information for compute nodes

Table of observables
to be published

: . Set of )
* Lightweight observations @ &
Kernel code \I/%\ o 8%
RDMA fﬁ ) 'S 3
— Bound jitter/overhead by integrating with S o=
ampler S
scheduler J o

Sub-model

/ Sharing

- Distributed data aggregation  Analysis

and analysis framework =nones
« Parallel storage Storage and \
_ Long term Analysis Node \
— High frequency data collection "‘. -
- Parallel analysis Samplers (... X
— Distributed data \ <"
/\‘“ — Scalable @ EQEEE;', )



Data Analysis Beyond Custom Scripts

Descriptive | Correlative Multi Correlative  >|
Metric node::Slab

3-D Time Colors Display

« Analysis suite aimed at s —
modeling and outlier on s ) o
detection |

— Descriptive

— Multi-variate correlation Leam  vacate | ontor

_ Contingency e —
— Time series (coming soon) -

Components with outliers:

node222,node224,node226 (e221,e223,e225) Year 2009
#. Month Feb
701 outliers Ny, Day 23 (Mon)
Max Staleness=0, node222 (e221), Feb 23 Hour 22
. . 2009 4:30:07 PM, 2.37333e+06, 1.00496 = gﬁnul; gg
deviation factor econ
« Raw and derived numeric

data

« Textrelated — convert log file events into resource related
numeric data (e.g. counting OOM events on a compute
resource)

« Model drop (to be reintegrated)
— “Outliers” colored differently
— Combined with pop-out-grey-out can show location of job related outliers

Outliers

\ Sandia
Z \ @ National _
H 5 E Laboratories



Troubleshooting and
Research Areas



Active Memory (Fractional)

Detectable and Actionable
Failure Indicator on TLCC
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Abnormally high memory utilization during idle or
across nodes sharing a job

 Actionable: indicator detectable > 2 hours before
actual failure (time is dependent on level and
memory requirements of subsequent jobs)
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Detection of Both Dangerous and Anomalous
Condition Invokes Mitigating Response

Impending Failure (Memory)
* Threshold checking -- positive
« Anomaly checking — positive

» Additional resource allocation
In coordination with RM

* Notify application

» Migration
 Notify RM

Anomalous
condition
detected

olor)

each of 4 nodes (node indicated by c

.~ Dangerous

/Anomalous

Active Memory (Scaled) on

Anomalous
condition
mitigated via
dynamic
resource
allocation and
migration
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Combining Data for Increased System
Understanding and Efficiency

« Combine job requirements, topology, and
actual resource utilization information
— Minimize resource contention
— Maximize performance

— Maximize system efficiency

« Overlap of jobs on resources can minimize overall
wall time for completion of a set of jobs (Mora,
HPI-DC @ Cluster 2009)
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Resource Analysis Used for Improving
Thoughput and Dynamlc (Re-)Allocation

Intentionally
oversubscribe based
on known memory
profile
— Start job earlier
than resource
would otherwise
allow
— 1 process/core
Trigger resource
reallocation (migration)
by run-time detection
of oversubscription of
memory

Top — triggering
Middle — during
Bottom — after
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« OVIS Open source release at
http://ovis.ca.sandia.goVv

« Coming soon: OVIS 3.0 Official release with
GIT repository

* Interested Iin partnerships and co-developers

Questions???
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Abstract

As HPC systems grow Iin size and complexity, diagnosing problems
and understanding system behavior, including failure modes,
becomes increasingly difficult and time consuming. At Sandia
National Laboratories we have developed a tool, OVIS, to facilitate
large scale HPC system understanding. OVIS incorporates an
Intuitive graphical user interface, an extensive and extendable data
analysis suite, and a 3-D visualization engine that allows visual
Inspection of both raw and derived data on a geometrically correct
representation of a HPC system. This talk will cover system
Instrumentation, data collection (including log files and the
complications of meaningful parsing), analysis, visualization of both
raw and derived information, and how data can be combined to
Increase system understanding and efficiency.
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temperature, power)
« Multiple applications

Data and Analysis

Data Features and Analysis Complications
» Geographical and temporal variations (e.g.

« Components with both inertial and non inertial

observables

Large scale

and observables
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Meaningful window sizes depend on model type

Parallel Analysis: Design

Features

» Separate model learn from data
compare for parallel scalability

 Design single pass numerically
stable algorithms

Time skew (e.g. measurement, cause and effect)  achieves optimal scalability for most
Numeric and textual data
Failure data is relatively sparse

analysis engines

Current analysis suite
» Descriptive
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* Multi-variate correlation
 Bi-variate Bayesian

« Contingency and
Information

* Principal Component
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