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* Use case 1: workflow automation

* Use case 2: Jupyter notebook for data intensive science

* Use case 3: DOSC DevOps framework

Phase 1 Phase 2

Describe the key use DevOps pipeline

case: scenario, scope, configured, including
KPI, steps etc. Git, automated testing,
Get familiar with the integration and

EOSC services, following § deployment

training and practices demonstrate in at least
from the other projects @ via two service

etc. development

Get the requested

resource provisioned

Setup OLA with resource

providers and

agreement with Jelastic.

Phase 3

Demonstrate the initial
version of the workflow
from ENVRI-FAIR, with
automated workflow
execution in Cloud;
Demonstrate the other
common data services
identified in the ENVRI
communities ( optional )

Phase 4

Exploit the results to the
development activities
in ENVRI-FAIR sub
domain

Sustain the
development by finding
new opportunities, e.g.,
new EOSC projects etc.
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1. EGI OLAs agreed with the resource providers (CESGA and INFN-CATANIA

2. VO vo.envri-fair.eu setup and SLA agreed
a. https://operations-portal.egi.eu/vo/view/voname/vo.envri-fair.eu
b. https://documents.egi.eu/public/ShowDocument?docid=3595

3.Signed agreement with Jelastic for the installation of the platform

4.EAP confluence page updated:
a. https://confluence.egi.eu/display/EOSC/EOSC+DevOps+framework+and+virtual+in

frastructure+for+ENVRI-FAIR+common+FAIR+data+services

5.CRM DB entry added:
a. https://confluence.egi.eu/display/EOSC/ENVRI-FAIR
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EQ


https://operations-portal.egi.eu/vo/view/voname/vo.envri-fair.eu
https://documents.egi.eu/public/ShowDocument?docid=3595
https://confluence.egi.eu/display/EOSC/EOSC+DevOps+framework+and+virtual+infrastructure+for+ENVRI-FAIR+common+FAIR+data+services
https://confluence.egi.eu/display/EOSC/ENVRI-FAIR

Internal management

@ [@ Boards Q 1*)/

ENVRI-FAIR-EOSC-EAP ¢ ENVRIFAIR-EOSC-EAP-Team ' Free A Team Visible :m?) X ° Invite Burndown Chart
\ -

« WP7 members from
ENVRI-FAIR project

° Weekly Ca” Of WP7 + Add a card a

e Current status:

e Develop a
demonstrator for laaS

* Provided a cloud
introduction training

* Integrating the
Jupyter development

* Collecting workflow
and test cases

Learning Jelastic

Todolist doing done + Add another list

Add document to the EOSC wiki
® = 01 AM ‘

Create the ENVRI-FAIR EOSC EAP
team in Trello

Provisioning resources
®© = 2 AM Q

Create a guideline for each case

Experiments of the workflow 4
automation.

How to access EOSC services

This document provides instructions to access the resources in the ENVRI-FAIR EQSC early
WDEAE)M. L
If you have questions related to this document, please contact Zhiming Zhao

(z.zhao@uva.nl), or Andrea Manzi (andrea.manzi@egi.eu).

Collect potential experiments for the =
EOSC EAP testbed

Study the DevOps (Jelastic) tool
o . @

+ Add another card

1.Background

ENVRI-FAIR EOSC early adopter program (EAP) project [1] is a 12 months mini-project
supported by EU EOSC-HUB project (April 2020-Dec 2020, with possibly three-month
extension in 2021).
The objective of the ENVRI-FAIR EOSC EAP is to
e Gain practices for using the current EOSC services, for infrastructure (laaS), for
integrating/deploying services (Jelastic), and for scientific experiments (e.g., Jupyter
notebook);
e Use the laaS (provided by EOSC) as a Common testbed for testing and integrating
data management services developed by ENVRI Ris/sub-domains;
e Preparing for the integration between ENVRI results and emerging EOSC
ecosystem.
The EAP is structured into three scenarios:
o Automated virtual infrastructure provisioning and software deployment for scientific
workflows
o Continuously software testing, integration and deployment for data management

carvirac
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1.Get familiar with the OpenStack dashboard

& - C O & stack-server.ct.infn.it/dashboard/project/
I Apps % Bookmarks @ SavetoMendeley @@ Getting Started ES) LatestHeadlines E5 Imported From Fir.. & Apple
B openstack = EGI_notebooks ~
]
Project - Overview
Compute ~ .« s
Limit Summary
Overview
InStances ‘ . .
Volumes
Instances VCPUs RAM
Images Used 17 of 20 Used 100 of 100 Used 204,800 of 204,800
Access & Security
Network v
Volume Storage
Identity v

Used 1,000 of 1,000

Usage Summary

Select a period of time to query its usage:

From: 2020-07-01 To: 2020-07-02 Submit

Active Instances: 17 Active RAM: 196GB This Period's VCPU-Hours: 3657.40 This Period's GB-Hours: 73148.05 This Period's RA

Usage

Instance Name VCPUs

w

& iCloud () Facebook

Floating IPs
Used 0 (No Limit)

The date should be in YYYY-mm-dd format.

! Apps % Bookmarks @ SavetoMendeley (@ Getting Started ES Latest Headlines ES Imported From Fir...

P € co
wT

10 openstack

— .

Compute A

Overview

Instances

Volumes

Images

Access & Security

Network .

ontty .

# stack-server.ct.infn.it/dashboard/project/instances/

Instance Name = v

= EGI_notebooks v
Instances
Instance
(u] Name Image Name
- NOTEBOOKS.EGLEU Image for EGI Docker
[Ubuntu/18.04/VirtualBox]
S NOTEBOOKS. EGI.EU Image for EGI Docker
[Ubuntu/18.04/VirtualBox]
. NOTEBOOKS.EGLEU Image for EGI CentOS
7 [Cent0S/7/VirtualBox]
; NOTEBOOKS.EGLEU Image for EGI Docker
o5 [Ubuntu/18.04/VirtualBox]
NOTEBOOKS. EGI.EU Image for EGI CentOS
0 ydlabt0 g centOS/7VitualBox
- NOTEBOOKS. EGLEU Image for EGI CentOS
7 [CentOS/7irtualBox]
NOTEBOOKS.EGLEU Image for EGI Docker
O geonetwork 1 intw/18.04NirtualBox]
NOTEBOOKS. EGLEU Image for EGI Docker
0 nkeloud01 /18,04 NirtualBox]
[ tebooks-  NOTEBOOKS.EGLEU image for EGI Docker
worker-05  [Ubuntu/18.04/\VirtualBox]
notebooks- NOTEBOOKS EGI EU Imaage for EGl Docker

IP Address

212.189.145.142

212.189.145.45

212.189.145.51

212.189.145.175

212.189.145.55

212.189.145.173

212.189.145.37

212.189.145.176

212.189.145.133

m1.small

m1.small

m1.large

m1.medium

m1.xlarge

m1.medium

m1.xlarge

m1.large

m1.xlarge

Filter

elk

geonetwork

max-ni-01-
key2

w /

@ Apple @ iCloud () Facebook W

PP PR R R R OEE
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1.Get familiar with the
OpenStack dashboard

2 Notebook of the
automation tool, working
on the code for the EAP
laaS

https://github.com/QCDIS/CONF/blob/develop/jupyter notebooks/vre demo.ipynb

: jupyter vre_demo Last Checkpoint: a minute ago (unsaved changes) p‘g Logout

File  Edit  View Insert  Cell  Kemel  Help Not Trusted | Pythona ©

In [42]:

B+ 3x @B A % WA B C B Makiown | &

R T L e L R N e TRy B L e LR

pov ey o “
uest is being made to host 'lifewatch.lab.uvalight.net'. Adding certificate verification is strongly advised. See
https://urllib3. readthedocs.io/en/latest/advanced-usage.html#ssl-warnings

InsecureRequestWarning,

tosca = get_tosca(provisioned tosca id)

tosca dict = yaml.safe load(tosca)
graph = build_graph(tosca dict['topology template']['node templates'])
nx.draw(graph, with labels=True)

for node_name in tosca dict['topology template']['node templates']:
if tosca_dict['topology template']['node templates'][node_name]['type'] == 'tosca.nodes.QC.VM.Compute':
print(node_name+': '+tosca_dict['topology template’']['node templates'][node name]['attributes']['public_ip’

/opt/conda/1lib/python3.7/site-packages/urllib3/connectionpool.py:986: InsecureRequestWarning: Unverified HTTPS req
uest is being made to host 'lifewatch.lab.uvalight.net'. Adding certificate verification is strongly advised. See:
https://urllib3. readthedocs.io/en/latest/advanced-usage.html#ssl-warnings

InsecureRequestWarning,

compute: 3.120.209.252
compute_1: 3.126,139.56

e 1



https://github.com/QCDIS/CONF/blob/develop/jupyter_notebooks/vre_demo.ipynb
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1.Get familiar with the OpenStack dashboard
2.Notebook of the automation tool, working on the code for the EAP laaS
3.Develop the infrastructure planner GUI for workflow

— Optimizer

@  13asPlanner =  Planner

Select the workflow of your application
nsert workflow file iIn cwl format
) compilel.cwl (1.7 kB) X
© select application type
Select the workflow of your application
Select the performance models that you wish to compare
Regular Workflow

) Insert workflow file in cwl format § Sthes =
Regular Workflow 0 files (0 B in total)
3
o Time-Constrained Workflow Select the performance models that you wish to compare
. . Lowest cost Lowest makespan Lowest total costs
Microservices + makespan
© o @J Insert performance models in yaml format
§ input_pcp_- . input_pep_-
0 files (0 B in total) File name: _Copyyami File name: _Copyyami ,
File name: inpuL_pep.-
o Conficure QoS dermands Total costs: 27 Total costs: 27 ~Copy.yaml

COMPARE CLEAR Makespan: 27 Makespan: 27 Total costs: 27

- Makespan: 27
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1.Get familiar with the OpenStack dashboard

2.Notebook of the automation tool, working on the code for the EAP laaS
3.Develop the infrastructure planner for workflow (screen snapshot)
4.Delivered a training

Programme and speakers
« July 13th 2020

© 09.30 - 10.00 (CEST): Welcome and general presentation ! é %

© 10:00 - 12:00 (CEST): Cloud computing and application development for research infrastructures

In this webinar, we will discuss the basic concepts of cloud computing, including virtualization, . . « . . What you need:
containerization, service models, and cloud application development. We will also discuss how TUtonaI for the Weblnar An |ntr°duct|on 1. A laptop
clouds can support data management and scientific workflows in the research infrastructures via to Cloud computing" 2. Follow instruction to get a VM (from EGI)
examples from ENVRIplus and ENVRI-FAIR projects. Speaker: dr. Zhiming ZhaoSupport: dr. Spiros Koulouzis, 3. Follow the tutorials.
Speaker: Zhiming Zhao L y of NL
LifeWatch ERIC, vLab & Innovation Center, Amsterdam, NL
Dr Zhiming Zhao is an assistant professor at University of Amsterdam (UvA). He leads the "Quality he eputette . A - The VM will be available for 10 days.
Critical Distributed Computing” research team in the group of Multiscale Networked Systems (MNS) winter school 2020. In this tutorial, you will learmn how to define a simple REST service using
OpenAPI. You will also learn how to use Ansible and Kubemetes, a k.a K8s to deploy the
at the System and Networking Lab (SNE). His research interests include big data management, RESTful Web Service on a VM in Cloud environments.
Cloud and edge computing, software engineering, and blockchain. He leads the development We sincerely thank dr. Giuseppe Larocca and dr. Andrea Manzi from EGI to provide the testbed
. , ) ) via the EGI training platform. The tutorial is supported by the EQSC early adopter program via
support WP in ENVRI-FAIR and the VRE development in the LifeWatch-ERIC Dutch Virtual ENVRIL-FAIR project, and LifaWatch-ERIC. The testbed will be accessible after the webinar for
Laboratory Innovation Center. He is also the UvA Pl in SWITCH, ENVRIplus, ARTICONF and several 10 days: during those days we wil aiso provide support for al technical questions.
other projects. 0. Before you Begin|

Install Ansible on local machine (laptop)

You will need Ansible for the assignment. Please install it on your local computer based on the
following instructions:

~acee
B armiconF pyR| n%m

Blue-Cloud
Project
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« Jupyter extension development

e Jupyter hub
e Data hub

* They will be connected soon




» Jupyter extension development

e Jupyter hub
e Data hub

* They will be connected soon

* FAIR-Cells: Customize Jupyter
environment

FAIR-Cells
r About

About

FAIR-Celils is developed by the research team for Quality Critical Distributed Computing (QCDIS) in the Multi Scale
Networking System Group (MNS) of the University of Amsterdam. The development of FAIR-Celis is coordinated by,
Dr. Zhiming : |

FAIR-Cells
Buld  Run

Build

Image name: nb_helper

Base image: Data Science Notebook ~

Cell: Cell 5 ~

line = [0.25, 1.5]
mean_line = 0.875

200
175
150
125
100

050
025

000
00 02 04 06 08 10

# Autogenerated by FAIR-Cells, please adjust.
channels:
- conda-forge
Conda environment.yml: dependencies:
-pip:
- matplotlio

Variable Query Post Disabled
sum °
len
line
mean_line

pit




Use case 3: DevOps

» Get Jelastic provisioned
 Learning the technology

I Archive | Git/SVN
Upload Delete
Name Comment Size

HelloWorld.zip Sample package which you can deploy to your environm... 488 KB

ENVRI
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Phase 1 Phase 2

Describe the key use DevOps pipeline

case: scenario, scope, configured, including
KPI, steps etc. Git, automated testing,
Get familiar with the integration and

EOSC services, following § deployment

training and practices demonstrate in at least
from the other projects [ via two service

etc. development

Get the requested
resource provisioned
Setup OLA with resource
providers and
agreement with Jelastic.

Phase 3

Demonstrate the initial
version of the workflow
from ENVRI-FAIR, with
automated workflow
execution in Cloud;
Demonstrate the other
common data services
identified in the ENVRI
communities ( optional )

Phase 4

Exploit the results to the
development activities
in ENVRI-FAIR sub
domain

Sustain the
development by finding
new opportunities, e.g.,
new EOSC projects etc.
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» Use case 1:
 Demonstrator: infrastructure planning + automation

« Use case 2:
 Demonstrator 2.1: from Jupyter to service flow
 Demonstrator 2.2: demos from community

 Use case 3:

 Demonstrator 3.1: demonstrate the automation of testing, integration,
deployment
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1. Exploitation of the results to the ENVRI communities

2. Getting support from other ongoing relevant projects, e.g. ARTICONF,
BlueCloud and CLARIFY

3. Other opportunities




- _d

ENVRI

FAIR

=

EOSC Earlier Adopter Program

www.envri.eu

envri.eu/envri- @ENVRIcom ENVRI community facebook.com/ENVRIcom
fair m m




