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The study of many scientific problems concerning environmental challenges sets significant computational de-
mands, such as large data volumes, advanced modeling techniques, and distributed computing facilitates. To
conduct such investigations, a researcher often has to reuse virtual assets, e.g., observational data or images, AI
models, operational workflows, and infrastructure services from different parties, for building computational
experiments. Jupyter in such a scenario, allows researchers to effectively implement their experimental logic
using scripting languages to document and share experiments with their necessary inputs and parameters.
In the case of ecological and biodiversity scientists, AI and statistical models are used to analyze a host of
different observations, such as specimen records, citizen science observations, eDNA, and remote sensing
imaging. For example, high-resolution Light Detection and Ranging (LiDAR) datasets are widely used to
monitor changes in an ecosystem structure, and to predict that the distribution of species across space and
time. Most often, Jupyter notebooks are used in this analysis,
as they allow researchers to effectively implement an experimental logic using languages such as Python.
However, Jupyter faces challenges of utilizing remote infrastructure:
Difficulty to find and reuse a notebook at the cell level. The lack of metadata hampers the discovery of useful
fragments of code (namely Cells).
Lackingflexibility and portability to reuse a notebook as part of a workflow. The tightly coupled functions of
a notebook, i.e. library dependencies make the reusability and portability of the code fragments difficult.
Difficulty to scale the notebook to remote infrastructures. Current notebook environments, like Jupyter Hub,
use pre-configured infrastructures. When processing huge data volumes or computationally complex tasks,
dynamically allocated cloud resources are needed for parallelizing distributed computing tasks.
To tackle those challenges, we propose a VRE solution that can be embedded into Jupyter as an extension that
enables exporting individual cells as docker containers that can be composed as workflows. Our solution is
composed of the following components:
Containerizer: It tracks the user’s interactions with the notebook and in real-time updates the code and meta-
data based on the cell’s modified content. When a user wishes to publish their cell, the containerizer builds
a docker image off-premise with its metadata using our infrastructure automator called Software Defined In-
frastructure Automator (SDIA).
Experiment manager: This component is responsible for loading and editing the cells’metadata catalog as well
as for the submission and monitoring of workflows on the provisioned infrastructure.
Software-Defined Infrastructure Automator (SDIA). SDIA automates the planning, provisioning, monitoring,
and adaptation of applications and their infrastructure on multi-cloud provider cloud offerings.
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