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This webinar is recorded and will be published online

Slides and recordings will be published in the EOSC-hub Webinars Page: 
https://www.eosc-hub.eu/webinar-programme

Please keep your questions until the end

Questions will be conducted by “raising your hand” through the Zoom 
functionality
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“Delivering the integration and 
management system of EOSC, 
acting as a European-level entry 
point for all stakeholders”

EOSC-hub: Integrating and managing services for the European Open 
Science Cloud

Grant Agreement ID 777536

Total budget: €33,287,542 100 Partners, 53 countries
+150 staff involved

Coordinator
STICHTING EGI

Jan 2018 – Dec 2020 →March 2021

20 digital research 
infrastructures with EGI, EUDAT 
and INDIGO-DataCloud jointly 
offering  services, software and 
data for advanced, data-driven 
research & innovation
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Activity areas

• Baseline services 
(storage, compute,…)

• Applications & tools
• Data
• Training & consultancy

• EOSC Portal & Marketplace
• AAI
• Accounting
• Monitoring
• Helpdesk

• Lightweight certification
of providers

• SLA negotiation
• Customer Relationship 

Management

• Security regulations
• Compliance to standards
• Terms of use
• FAIR implementation guidelines 
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Key Results

EOSC-hub Key 
Exploitable Results to 
be tackled today
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Federated Compute
- EGI Cloud Compute

- EGI Cloud Container Compute

- EGI High Throughput Compute

Advanced features and services
- udocker

- Workflow Management: DIRAC, PaaS Orchestrator

Applications services
- Applications on Demand / EC3

- Notebooks
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Services for the Research Data Lifecycle

Processing & Analysis 

Data Management, Curation & 
Preservation

Access, Deposition & Sharing 

Federation Services

● B2FIND (data)
● Marketplace (Services)

● Applications on Demand
● Federated HTC & Cloud Compute IaaS & PaaS
● Processing of sensitive data
● Jupyter Notebook

● Application DB (software & VM)
● B2DROP (data)
● B2Note (data)
● B2SHARE (data)
● DataHub

● Federated AAI. monitoring, 
accounting

● SLA and order Management
● Security incident response and 

policies
● Technical support & Training

● B2HANDLE
● B2SAFE
● European Certified Trusted 

Repository

● Thematic data analytics
● Scientific Workflow Management, 

Orchestration (DIRAC, PaaS Orchestrator)

1
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Discover & Reuse 
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Federated Compute
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Run your workloads on the distributed resources on the EGI Federation

EGI Compute Services

Containers

Virtual 
Machines

Jobs
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Distributed Infrastructure as a Service (IaaS) powered by the EGI Federated 
Cloud
- Allows international collaborations to perform distributed data analysis with 

VM-based workloads

Features:
- Execution of VMs on a distributed infrastructure

- Federated identity

- Common VM image catalogue

- GUI and CLI/API based access

- Support for IaaS orchestration

- Central accounting and monitoring

EGI Cloud Compute Service
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IaaS APIIaaS API
Direct API
Access

Access layers

AppDB VMOpsGUI Access

IaaS Orchestration
Federated
Access

Developers/
Advanced users

AAI: Check-in

GUI Users
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Single Web dashboard to manage 
VMs in the federation

- Point-and-click wizard solution to 
create new VMs

Integrated with all the features of 
the federation

Powered by Infrastructure 
Manager orchestrator

AppDB VMOps
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Deploy IaaS resources on all kind of 
IaaS providers (including 
OpenStack )

TOSCA standard support

Integration with EGI Cloud features 
(image catalogue, authentication)

Open Source tool with support for 
multiple IaaS providers (including 
OpenStack)

Near API-level abstraction, but 
useful for interacting with different 
providers in a uniform way

IaaS Orchestration
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IM is a service that deploys virtual infrastructures on top of Cloud resources.

It uses RADL or TOSCA files to describe the infrastructure.

- Infrastructure as code (IaC)

The IM automates the deployment, configuration, software installation, 
monitoring and update of virtual infrastructures.

It supports a wide variety of back-ends, thus making user applications Cloud 
agnostic.

Infrastructure Manager
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It features DevOps capabilities.

- Based on Ansible.

- Provides recipes for common deployments.

- Also supporting cloud-init scripts.

IM works as a service that offers several interfaces:

- XML-RPC and REST APIs.

- Command-line application.

- Web-based GUI.

It is distributed under a GNU GPL v3.0 open source license and its source 
code is available on GitHub.

IM Features

https://github.com/grycap/im
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IaaS access
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Common registry for Virtual 
Appliances (VA)
- VM image + metadata
- Available for running at the EGI 

providers or on any hypervisor

Community-level management of 
VAs
- Get the needed software on all 

providers automatically
- Control what can be executed

Virtual Machines Images and AppDB
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EGI Cloud Container Compute

Automated provision of Kubernetes clusters on EGI Cloud Compute 
providers

• Built on EC3 for scalable management of resources

Cloud Management 
Framework

IaaS API

EGI Cloud Container 
Compute

IaaS Federated Access Tools

1. Provision cluster VMs

3. Use native Kubernetes tooling

2. Deploy  Kubernetes cluster
on provisioned VMs
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EC3: Elastic Cloud Computing 
Cluster

Deploys and configures Kubernetes
- Elasticity – can grow/shrink 

depending on your load

- GUI and CLI access

- Integrated with Check-in and 
AppDB

Builds on ansible and kubeadm

Cloud Container Compute
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The EGI High-Throughput compute (HTC) provides users with the capability to 
access large amounts of computing resources, and to submit hundreds or 
thousands of computational tasks.

EGI High Througput Compute

CE node (ARC CE/HTCondor-CE)

Job Sandbox

User Client

Worker
Node

Job 
Scheduler

Online
storage
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CernVM FileSystem provides 
scalable software distribution 
across the federation

POSIX read-only filesytem in user 
space

Uploader interface for software 
managers of each CVMFS 
repository

Available at all providers of EGI HTC

Files cached at providers for fast 
access to frequently used software

CVMFS
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Base compute services

Cloud Compute Cloud Container 

Compute

High Throughput 

Compute

What is it? Distributed  IaaS Kubernetes on top of EGI Cloud 

Compute

The grid, a scalable batch system

What do 

you run?

VMs (Docker) Containers Jobs

Software 

distribution

VM images via AppDB Container images via registries & 

helm

CVMFS

Typical 

workloads

Lift and shift existing applications

Specific OS (kernel) requirements

Long running servers

Cloud-native containerised

applications.

Execution of parallel computing 

tasks to analyse large datasets.

Pros / Cons [+] Complete control on resources, 

run (almost) anything you’d like

[-] Complex operation

[+] Hides complexity of Kubernetes 

setup

[-]  Kubernetes steep learning curve

[+] No management of resources, 

just submit jobs

[-] Jobs may not match any 

computational need

Configurability Abstraction



Advanced features and services
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Cloud Compute

- Specific VM flavors with GPUs available at CESNET-MCC, IFCA-LCG2, IISAS,  and 
NCG-INGRID-PT providers, more coming in the next months

- VM images with GPU drivers ready to use

Cloud Container Compute

- Docker plugin and kubernetes configuration also ready

High Throughput Compute

- Selected sites support jobs with GPUs, just tag the jobs

GPUs on EGI Compute Services
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Runs applications encapsulated in docker containers:
- without using docker 
- without requiring privileges
- without system administrators intervention
- without additional system software

Other characteristics:
- execution from the command line as a normal user 
- fork and execute model
- normal process controls and accounting apply
- suitable for interactive or batch systems 

Empowers end-users to run applications in containers

10/11/2020 28

udocker



Performance
with docker and 
udocker are the 
same and very 
similar to the 
host.

Using OpenCL and 
NVIDIA GPGPUs

DisVis is being 
used in 
production with 
udocker

Better performance with Ubuntu 16 container
udocker in P1 mode

EXALAT - Lattice Field Theory at the Exascale

Biomolecular complexes
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Tensorflow
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https://github.com/indigo-dc/udocker
• https://github.com/indigo-dc/udocker/tree/master
• https://github.com/indigo-dc/udocker/tree/devel

Python 2 & 3
• https://github.com/indigo-dc/udocker/tree/devel3

Full documentation also available on github
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DIRAC provides:
-a framework for building distributed computing systems aggregating multiple types of 
resources
-an integrated solution with a reach set of ready to use services for managing computing 
resources, application workloads and data

A framework shared by multiple experiments, both inside HEP, astronomy, and life 
sciences

EGI Workload Manager: Overview
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DIRAC provides access to computing and storage resources
- EGI grid and cloud resources, storage elements
- User community provided resources (computing clusters, file servers)

User access DIRAC with :
- Command line

dsub /bin/echo “Hello world!”
- Web Portal
- Python and REST APIs
- Jupyter notebooks (prototype)

Support for massive workload and data
operations
Services customizable for the needs of
particular communities

EGI Workload Manager: Services
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INDIGO PaaS Orchestrator

The PaaS Orchestrator service allows to 
coordinate the provisioning of 
virtualized compute and storage 
resources on distributed Cloud 
infrastructures and the deployment of 
dockerized services and jobs on 
Container Orchestration Platforms (like 
Apache Mesos).

https://indigo-paas.cloud.ba.infn.it
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TOSCA Orchestration
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Fully automated provisioning of virtualized compute and storage resources on different 
Cloud Management Frameworks (like OpenStack, OpenNebula, AWS, etc.), submission of 
batch jobs on HPC clusters (through QCG gateways), deployment of dockerized services and 
jobs on Mesos clusters
- A plugin for Kubernetes is under development

Automatic selection of the best resource providers based on criteria like user’s SLAs, services 
availability and monitoring metrics and data location
- Integration with Onedata, Dynafed and Rucio APIs

Automatic re-submission of the deployment request in case of failures or timeout (for a 
configurable number of retries)

Support for data orchestration workflow with Rucio (Cern)
- Submission of data replication rules
- Trigger processing jobs on data ingestion events

PaaS Orchestrator Main features
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Applications
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Online scientific applications and application-hosting frameworks with computing and 
storage for compute-intensive data analysis.

Includes:

• Scientific applications: Chipster, NAMD, ECAS, many others…

• Access to cloud/storage resources to host and scale up the applications

• Application hosting frameworks (to tun and operate your own applications)

• Elastic Cloud Compute Cluster (EC3): deployment of elastic virtual clusters in the cloud

• Science Sofrware on Demand (SSoD): a programmable interface of a RESTful API Server 
to provide an easy access PaaS layer by leveraging recent web technologies

• AppDB VMOps Dashboard

39

Applications on Demand
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Elastic Cloud Computing Cluster (EC3) is a tool to deploy virtual elastic clusters on top of
Infrastructure as a Service (IaaS) providers, either public (such as Amazon Web Services,
Google Cloud or Microsoft Azure) or on-premises (such as OpenNebula and OpenStack, ...)

Elastic Cloud Computing Cluster (EC3)

• EC3 deploys and configures virtual elastic
clusters. It relies on IM to deploy the 
machines and on CLUES
to automatically manage the elasticity. 

• Offers a set of predefined templates 
to configure the resources through Ansible: 

• Kubernetes, Mesos, SLURM, Torque, SGE, 
HTCondor, Nomad.

CLUESIM

Ansible recipes
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Wizard with 6 simple steps
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JupyterHub hosted in the EGI Cloud

- Offers Jupyter notebooks ‘as 
Service’

- One-click solution: login and start 
using

Main Features:

- Login with the EGI AAI Check-In 
service

- Persistent storage for notebooks

- Use EGI computing and storage 
resources from your notebooks

EGI Notebooks

Documentation
Text formatted using 
Markdown/LaTeX Code

Use your favourite 
language (50+ 
supported)

Output
Results of the code 
execution(e.g. plots)

Interactive
browser based 
environment
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Use of Compute Services in EOSC-hub
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WeNMR - A Worldwide e-infrastructure for NMR 
and structural biology

The WeNMR suite is composed of seven individual 
platforms:
• AMPS-NMR: a web portal for Nuclear Magnetic Resonance 

(NMR) structures

• CS-ROSETTA: to model the 3D structure of proteins

• DISVIS: to visualise and quantify the accessible interaction 
space in macromolecular complexes

• FANTEN: for multiple alignment of nucleic acid and protein 
sequences

• HADDOCK: to model complexes of proteins and other 
biomolecules

• POWERFIT: for rigid body fitting of atomic structures into 
cryo-EM density maps

• SPOTON: to identify and classify interfacial residues as Hot-
Spots (HS) in protein-protein complexes

10/11/2020
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OPENCoastS: forecast systems for coastal sites  

- EGI Check-in: users authentication
- EGI cloud compute: provide compute resources for frontend and 

backend
- EGI Cloud Container Compute : run containers in a virtualized 

environment (udocker - INDIGO-DC)
- EGI High-Throughput Compute: to run simulations and store data
- EGI Workload Manager: for job submission to local resource providers

10/11/2020



ACTION Seaport
Space Weather Data for the DRACO 

Observatory

Bot Mitigation Engine Sport Smart Video Analysis

CyberHAB

Furniture Enterprise Analytics 
Datafurn

Improving safety and operational 
performance of seaports

A Cloud Framework for State-of-the-
art Space Weather 

Using data cloud Services to manage 
harmful algae blooms

Solutions to secure online services 
from Botnets Attacks

Analysing Sport Performance through 
a Cloud-hosted platform

Platform-as-a-Service Data Analytics 
for the Furniture Industry

EOSC DIH initial pilots



DODAS (Dynamic On Demand Analysis 
Service) is a PaaS that instantiates on-
demand container-based clusters to 
execute software applications

DODAS was used to build a single virtual 
infrastructure on top of 4 EGI Cloud 
providers

- Executing actual experiment workload

- Distributing the load across providers

DODAS

25/11/2019 12

Functional test: the CMS perspectives

• The virtual infrastructure, 
implemented through DODAS, is 
seen as a single site by CMS.
• For the scope of this test we 

used T3_IT_Opportunistic_dodas

400 Running jobs
Sites joining the virtual infrastructure

Colors are CMS Schedds the glidein connect to

The DODAS 
virtual site 
wrt CMS 

Tier3

Integration with the Analytics and Monitoring Infrastructure at CERN (MONIT)

Data to clients

Data from remote
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Show how federated EOSC resources can 
facilitate a range of Sentinel data applications 
across agricultural user domains

- Use of Big Data Analytics to multi-annual high 
resolution Copernicus Sentinel data and EU 
open access reference data sets

- Agriculture use case: cross-border EU region of 
NL and Germany

Objectives:
- (1) project EOSC as reference platform hosting 

permanent Sentinel data archive, (2) methods 
to handle a wide set of technical requirements 
for Sentinel data use

S1 provides 
consistency (~ 200 
im ages per year)

500K agricultural 
parcels with declared 
pract ice

Machine learning 
applied to S1 t ime 
series

Splits 95-5 “out liers”

Developed in GEE, 
now m igrated to the 
Copernicus DI AS

A EuroGEOSS 
demonst rator 
(+ EOSC)

Big Data Analytics for agricultural monitoring 
using Copernicus Sentinels and EU open data sets
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The EISCAT_3D Competence Centre

● deploy and integrate necessary tools, services and infrastructures
– Data management and processing

● DIRAC interware
– integration component

– a single access point towards e-Infrastructures

● EUDAT's B2 services
– unify the data management

– discovery system across di1erent storages

– storage access management

● EGI and INDIGO services
– deploying the software stack on HPC/HTC systems including release management

● provide secondary services for production operation
– user authentication and  access control



Cloud data generation platform and 
data analysis platform:

- Based on AiiDA + Jupyter + App 
Mode

In EOSC-hub:

Provide access to Kubernetes 
infrastructure to support the 
deployment and operation of an open 
AiiDA lab instance

Support the authentication and 
authorisation of users into AiiDA lab 
with EOSC users

50

Open AiiDA lab platform for cloud computing in 
Materials Science
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ENVRI-FAIR connects the 
Environmental Research 
Infrastructure (ENVRI) community to 
the EOSC

Use cases: 
- Automated Cloud execution for data 

workflow

- Continuously testing and integration 
for ENVRI services

- Notebook based environment for FAIR 
data access and processing
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EOSC DevOps framework and virtual 
infrastructure for ENVRI-FAIR common FAIR data 
services



Summary



Federated Infrastructure

EOSC-hub brings together computing services into a federated solution: 
from powerful and fully-customisable Infrastructure as a Service to high-
level and interactive computing platforms.

Summary
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EGI Cloud
Container Compute

Workload Manager

CVMFS

AppDB

Container 
registry/ 

helm

EGI HTC
EGI Cloud
Compute

EC3

Infrastructure 
Manager

PaaS 
Orchestrator

EGI Notebooks



EOSC Portal
Get Started by requesting 
services at EOSC portal!

10/11/2020 54



eosc-hub.eu @EOSC_eu

Thank you
for your attention! 

Questions?


