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@ EOSC-hub Reminders

€ This webinar is recorded and will be published online

€ Slides and recordings will be published in the EOSC-hub Webinars Page:
https://www.eosc-hub.eu/webinar-programme

@ Please keep your questions until the end

€ Questions will be conducted by “raising your hand” through the Zoom
functionality

03/12/2020
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“ EOSC-hub
: EOSC-hub: Integrating and managing services for the European Open

Science Cloud

“Delivering the integration and
management system of EOSC,

acting as a European-level entry

point for all stakeholders” Total budget: €33,287,542 100 Partners, 53 countries
+150 staff involved

Grant Agreement ID 777536

Coordinator
STICHTING EGI

@ 20 digital research
infrastructures with EGI, EUDAT
and INDIGO-DataCloud jointly
offering services, software and
data for advanced, data-driven
research & innovation

Jan 2018 — Dec 2020 = March 2021




@ EOSC-hub Activity areas

. Baseline services - EOSC Portal & Marketplace

(storage, compute,...) - AAI

- Applications & tools Services Federf’:ltlon - Accounting
. Data Services J . Monitoring

. Training & consultancy - Helpdesk

- Lightweight certification . ' i
f » - . Processes Securlt.y regulations
Ot providers and - Compliance to standards

- SLA negotiation Operations policies - Terms of use

- Customer Relationship - FAIR implementation guidelines
Management




@ EOSC-hub Key Results
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@ EOSC-hub Outline

€ Federated Compute

- EGI Cloud Compute

- EGI Cloud Container Compute

- EGI High Throughput Compute
€ Advanced features and services

- udocker

- Workflow Management: DIRAC, PaaS Orchestrator
€ Applications services

- Applications on Demand / EC3

- Notebooks

10/11/2020




@ EOSC-hub  Services for the Research Data Lifecycle

[ Access, Deposition & Sharing ]
° Application DB (software & VM)
e  B2DROP (data)
° B2Note (data)
° B2SHARE (data)
° DataHub
N N ( N\ ( N\
Data Management,’ LI Federation Services Discover & Reuse
Preservation L ) L )
° Federated AAI. monitoring,
° B2HANDLE accounting ° B2FIND (data) .
B2SAFE ° SLA and order Management . Marketplace (Services)
° European Certified Trusted Sec.urlty incident response and
Repository pohugs o
° Technical support & Training

2

[ Processing & Analysis ]

Applications on Demand

Federated HTC & Cloud Compute laaS & Paa$S
Processing of sensitive data

Jupyter Notebook

° Thematic data analytics
° Scientific Workflow Management,
Orchestration (DIRAC, PaaS Orchestrator)

10/11/2020




@ eoschub

Federated Compute

10/11/2020

10




‘\.)\ EOSC-hub EGI Compute Services

Run your workloads on the distributed resources on the EGI Federation

L

Virtual
Machines

R,
¢

Jobs

Containers

a

Leaflet | Map data © OpenStreetMap contributors

10/11/2020
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@ EOSC-hub EGI Cloud Compute Service

@ Distributed Infrastructure as a Service (laaS) powered by the EGI Federated
Cloud

- Allows international collaborations to perform distributed data analysis with
VM-based workloads

€ Features:
- Execution of VMs on a distributed infrastructure
Federated identity
Common VM image catalogue
GUI and CLI/API based access
Support for 1aaS orchestration
Central accounting and monitoring

10/11/2020
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@ EOSC-hub

Access layers

GUI Access .g:g AppDB VMOps
Federated
A Infrastructure laaS Orchestration ‘E‘ Terraform
ccess
. laaS API laaS API
Direct API _
Access s Openstack. = openstack.

GUI Users

o@®
e
Developers/
Advanced users

10/11/2020
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@ EOSC-hub AppDB VMOps

@ Single Web dashboard to manage
VMs in the federation

- Point-and-click wizard solution to
e | e = ome create new VMs

LiE WOLACCESRCELEY i © running 18-04-20 0727
T @ Integrated with all the features of
T WOLACCERRCELeU 1 INFN-CATAMLA- 4 & running 18-06-15 Décad 18-04-15 Décdecs0 g u

kkkkkkkk £ e AN LT 20 O 2018-04
xdra_node WOAOEEEL B U = CESGA 1 & FUnfng 2018-06-15 D6:30:54 2018-D56-15 0652401 [
EEEEEEEEE 7 tedcloud egleu b CESMET-MgtaCli 1 & running 2018-06-14 12:40:53 2018-06-14 12:43:45 t h e fe d e ra t I O n
integrated fedeloud egieu b CESMET-MetaCh 1 © Funining 2018-05-25 12:42:32 B018-05-25 12:45:30
tttttttttt Il BEgr & munming

@ Powered by Infrastructure
Manager orchestrator

10/11/2020 14




@ EOSC-hub laaS Orchestration

¥ Terraform

Infrastructure
Manager

€ Deploy laaS resources on all kind of @ Open Source tool with support for

laaS providers (including multiple 1aaS providers (including
OpenStack ) OpenStack)

€ TOSCA standard support @ Near APIl-level abstraction, but

@ Integration with EGI Cloud features useful for interacting with different
(image catalogue, authentication) providers in a uniform way

10/11/2020 15




@ EOSC-hub Infrastructure Manager

€ |[M is a service that deploys virtual infrastructures on top of Cloud resources.

@ |t uses RADL or TOSCA files to describe the infrastructure.
- Infrastructure as code (laC)

€ The IM automates the deployment, configuration, software installation,
monitoring and update of virtual infrastructures.

€ |t supports a wide variety of back-ends, thus making user applications Cloud

agnostic.

Infrastructure
Manager

10/11/2020 16




@ EOSC-hub IM Features

€ |t features DevOps capabilities.
- Based on Ansible.
- Provides recipes for common deployments.
- Also supporting cloud-init scripts.

€ |M works as a service that offers several interfaces:
- XML-RPC and REST APIs.
- Command-line application.
- Web-based GUI.

€ It is distributed under a GNU GPL v3.0 open source license and its source

code is available on GitHub. _ _
https://github.com/grycap/im

10/11/2020
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https://github.com/grycap/im

@ EOSC-hub laaS access

® ® 3 Login - OpenStack Dashboard X 4+

C (W} & dashboard.cloud.muni.cz/auth/login/?next=/ A 0a v » e @ PR E— ~ 321
pylegiclil JBp env | grep 0S | cut -b1-80
- 0S_ACCESS_TOKEN=eyJraWQi0iJvaWRjIiwiYWxnIjoiUIMyNTYifQ.eyJzdWIi0iI1Mj LhODd INWNTM
0S_AUTH_TYPE=v3oidcaccesstoken
0S_AUTH_URL=https://stack-server.ct.infn.1t:35357/v3
0S_IDENTITY_PROVIDER=egi.eu
(e 0S_PROJECT_ID=2669272fccOc4c6T842a1431eaa5456e
= = 0S_PROTOCOL=o0penid
Bl pylegiclil JJ@P openstack image list
t y | ID | Name | Status |
0pens aC Ao | d33874b0-6399-455a-af13-dclad3aead3e | DEBIAN 8 | active |
| ae2e4616-8246-44ca-a370-4f60181b92bb | FEDCLOUD Image for EGI Cent0S 7 [Cent0S/7/VirtualBox] | active |
| 1c10174f-1334-446f-a42d-6e392b5319de | FEDCLOUD Image for EGI Centos 6 [Cent0S/6/KVM] | active |
Log in | c94522al-91ec-4el0-a3e7-a45870f83acd | FEDCLOUD Image for EGI Docker [Ubuntu/18.04/VirtualBox] | active |
| d68d16db-9e70-44f3-b280-5ef503ac@dd® | Ubuntu 16.04 | active |
| 8fc9edab-b9al-406b-a2b8-18c5883096e3 | dci_bridge-212.189.145.29 | active |
; } 3f2fc801-3b21-41b5-9c2f-a2el162fc25d9 | debian-9-openstack-amd64 | active |
Auth |
e — | fedevedb-cfad-45d0-9736-e70d4F7ad3a7 | galaxy | active |
v | alfa8338-c8b7-4d5b-908a-7ebele2d5adf | galaxy | active |
| 97895def-0e5b-4889-bd6f-c49f3befd648 | larocca | active |
If you are not sjre which authentication method to use, contact t K . t + t
your administrgitor. py[eglclll ‘ I
18

10/11/2020




‘Q)‘ EOSC-hub Virtual Machines Images and AppDB

¢ Common registry for Virtual
Appliances (VA)

- VM image + metadata

- Available for running at the EGI
providers or on any hypervisor

Applications Database Software
Supporting eesi

Marketplace

lou lace p:
ace h virtual appliances.. Q Date Added v | [Descending = m
e R B e | Newest —E—
. Mast Visited 1 mate is
eeeeeeeeeeeeeee = L 2 3.4 Bl Lolu8 :
AAAAAAAAAAAAAA =
 PERMALINK |
S Application Develapment CentOS Server 8 Ubuntu Server 20.04 LTS Virtual Galaxy Compute Nodes
Application Servers B == = (vgen) £ 3
Application Stacks .
CentOS Server B This Virtual Machine Image ‘erm Support version of Ubuntu Virtual Galaxy Compute Nodes (vgen) for

- Get the needed software on all
providers automatically
- Control what can be executed e R

10/11/2020 19




‘\.)\ EOSC-hub EGI Cloud Container Compute

Automated provision of Kubernetes clusters on EGI Cloud Compute
providers

e Built on EC3 for scalable management of resources

1. Provision cluster VMs EGI Cloud Container

Compute

laaS Federated Access Tools

D 3. Use native Kubernetes tooling

.
Cloud Management ~

laaS API

Framework

| 2. Deploy Kubernetes cluster
___on provisioned VMs

10/11/2020




‘.‘ EOSC-hub Cloud Container Compute

€@ EC3: Elastic Cloud Computing
Cluster

€ Deploys and configures Kubernetes

- Elasticity — can grow/shrink
depending on your load

Notice that the cluster might still be configuring!

- Integrated with Check-in and T
AppDB

CONFIGURE YOUR CLUSTER

@ Builds on ansible and kubeadm

22

10/11/2020




@ EOSC-hub EGI High Througput Compute

The EGI High-Throughput compute (HTC) provides users with the capability to
access large amounts of computing resources, and to submit hundreds or
thousands of computational tasks.

User Client €

Worker . Online
Node storage

Job Sandbox

CE node (ARC CE/HTCondor-CE)

10/11/2020 23




@ EOSC-hub CVMEFS

€ CernVM FileSystem provides
scalable software distribution
across the federation

€@ POSIX read-only filesytem in user
space

€@ Uploader interface for software
managers of each CVMFS S
repository

€ Available at all providers of EGI HTC

€ Files cached at providers for fast
access to frequently used software

10/11/2020 24




‘\.)\ EOSC-hub Base compute services

Cloud Compute Cloud Container High Throughput

Compute Compute

What is it? Distributed laaS Kubernetes on top of EGI Cloud The grid, a scalable batch system
Compute

What do VMs (Docker) Containers Jobs

you run?

Software VM images via AppDB Container images via registries & CVMES

distribution helm

Typical Lift and shift existing applications Cloud-native containerised Execution of parallel computing

workloads Specific OS (kernel) requirements applications. tasks to analyse large datasets.

Long running servers

Pros / Cons [+] Complete control on resources, [+] Hides complexity of Kubernetes [+] No management of resources,
run (almost) anything you’d like setup just submit jobs
[-] Complex operation [-] Kubernetes steep learning curve [-] Jobs may not match any

computational need

Configurability Abstraction




@ eoschub

Advanced features and services

10/11/2020
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‘Q)‘ EOSC-hub GPUs on EGI Compute Services

€ Cloud Compute

- Specific VM flavors with GPUs available at CESNET-MCC, IFCA-LCG2, lISAS, and
NCG-INGRID-PT providers, more coming in the next months

- VM images with GPU drivers ready to use
€ Cloud Container Compute

- Docker plugin and kubernetes configuration also ready
€ High Throughput Compute

- Selected sites support jobs with GPUs, just tag the jobs

10/11/2020 21




@ EOSC-hub udocker

@ Runs applications encapsulated in docker containers:
- without using docker
- without requiring privileges
- without system administrators intervention
- without additional system software

@ Other characteristics:
- execution from the command line as a normal user
- fork and execute model
- normal process controls and accounting apply
- suitable for interactive or batch systems

@ Empowers end-users to run applications in containers

10/11/2020
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@ EOSC-hub Biomolecular complexes

Disvis: = PRE5-PUP2- | . . . .
Angle |=SVS|SO (\:/aosxeelspacing =1 (;F?ng ng5200 DISVIS IS belng
e Ratio used in
1‘04 ) production with

udocker

1.02

1.00 -

Performance

098+

with docker and
udocker are the
same and very
similar to the
host.

Using OpenCL and
NVIDIA GPGPUs

Ratio Run time

0.96 +

0.94 4

0.92 +

0.90

Dock-C7 - DockP1-U16

udocker in P1 mode

Better performance with Ubuntu 16 container

10/11/2020




@ EOSC-hub Tensorflow

EXECUTION TIME

50,0
Container:

40,0
- Latest GPU version of

Tensorflow (from
Docker Hub). “'é mii
- Train a model to &
recognize g 0
handwritten digits
(the MINIST data set). 1
https://github.com/tensorf
low/models.git 00

e
S/

UDOCKER
(Execution mode F3)

10/11/2020




Pull requests lssues Marketplace Explore

< indigo-dc /udocker G Unwatch = 31 e Fork | 77

Q) EOSC-hub

< » Code lssues Pull requests 5 Actions Projects 0 Wiki Securty 0 Insights Settings

Brarch: master ~ | udocker /| README.md Find file = Copy path
=2 lorge-Ip pdste README md https://github.com/indigo-dc/udocker

4conrbutors 1 [ ' IR * https://github.com/indigo-dc/udocker/tree/

* https://github.com/indigo-dc/udocker/tree/

347 lines {277 sloc) 13.3 KB

Python 2 & 3
o https://github.com/indigo-dc/udocker/tree/

Full documentation also available on github

UDOCKER

udocker is a basic user tool to execute simple docker containers in user space without requiring root privileges. Enables download
and execution of docker containers by non-privileged users in Linux systems where docker is not available. It can be used to pull
and execute docker containers in Linux batch systems and interactive clusters that are managed by other entities such as grid 3,

10/ 11/ 2020 infrastructures or externally managed batch or interactive systems.




@ EOSC-hub EGI Workload Manager: Overview 1%}

@ DIRAC provides:

-a framework for building distributed computing systems aggregating multiple types of
resources

-an integrated solution with a reach set of ready to use services for managing computing
resources, application workloads and data

@ A framework shared by multiple experiments, both inside HEP, astronomy, and life
sciences

USER Communities

- I "l .
£ ) v
i A"
/ "
; T—
|

10/11/2020 Resources
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@ EOSC-hub EGI Workload Manager: Services

@ DIRAC provides access to computing and storage resources

- EGI grid and cloud resources, storage elements

- User community provided resources (computing clusters, file servers)
@ User access DIRAC with :

- Command line e =
dsub /bin/echo “Hello world!” b = = |
- Web Portal = |= = |
- Python and REST APIs —
- Jupyter notebooks (prototype) ' —— -
@ Support for massive workload and data L= e -
operations = == =
@ Services customizable for the needs of = iz o
particular communities — -
g ‘ __;‘“ S, e
10/11/2020 »




@ EOSC-hub  |NDIGO PaaS Orchestrator

@lNDmOP aS Orchestrato ices About  Projects

|ND|GQ DC PaaS Orchestra-tb & N The PaaS Orchestrator service allows to

, coordinate the provisioning of
v . —N virtualized compute and storage

High level orchestration of heterogeneous Croud reso%ces

resources on distributed Cloud
infrastructures and the deployment of
dockerized services and jobs on
Container Orchestration Platforms (like
Apache Mesos).

bod
= | urm VAV =  EUROPEAN opEN rrosranye -y R
workload manager
S Com Paas Orch
Slurm cluster Apache Mesos cluster Kubernetes ¢

PaaS Orchestrator

% TOSCA-based deployment orchestration service on multiple laaS. _
Provided by: INFN
QV Researc! harea: Generic Want to ask a question about this
h . . ° ‘., | Swocooc Dedicated for: Researchers, Research organisations, Research group service?
ttps://indigo-paas.cloud.ba.infn.it S
p . ° ° ° . (0.0/5) O reviews i

Add to comparison

1 O/ 1 1/2 O 2 O ABOUT REVIEWS (0) 35



https://indigo-paas.cloud.ba.infn.it/

@) EOSC-hub  TOSCA Orchestration

High-Level
User-Interfaces

Container i

Plattorms rnetes |
o} & viesos | T
e . 't"E_ P
7@\

" Paas
Orchestration

System
Data
Management
Services

ONZIATA | Ng
i

Dynafed| ) ‘Rucio

. Submit

> o 3.0

&

User

Try and Deploy
on 1st site

A S
/ o Deploy

TOSCA template ({@{1 0

Orchestrator

on 2nd site

Resource Provider (RP)

()
Y

Resource Eroller |FIP)

10/11/2020




‘O) EOSC-hub  PaaS Orchestrator Main features

e Fully automated provisioning of virtualized compute and storage resources on different
Cloud Management Frameworks (like OpenStack, OpenNebula, AWS, etc.), submission of
batch jobs on HPC clusters (through QCG gateways), deployment of dockerized services and
jobs on Mesos clusters

A plugin for Kubernetes is under development

e Automatic selection of the best resource providers based on criteria like user’s SLAs, services

availability and monitoring metrics and data location
Integration with Onedata, Dynafed and Rucio APIs

e Automatic re-submission of the deployment request in case of failures or timeout (for a
configurable number of retries)

e Support for data orchestration workflow with Rucio (Cern)

Submission of data replication rules
Trigger processing jobs on data ingestion events

10/11/2020 3




@ eoschub

Applications

10/11/2020
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@ EOSC-hub  Applications on Demand

Online scientific applications and application-hosting frameworks with computing and
storage for compute-intensive data analysis.

Includes:
e Scientific applications: Chipster, NAMD, ECAS, many others...
* Access to cloud/storage resources to host and scale up the applications

e Application hosting frameworks (to tun and operate your own applications)
« Elastic Cloud Compute Cluster (EC3): deployment of elastic virtual clusters in the cloud

« Science Sofrware on Demand (SSoD): a programmable interface of a RESTful APl Server
to provide an easy access PaaS layer by leveraging recent web technologies

e AppDB VMOps Dashboard

10/11/2020 39




‘.‘ EOSC-hub Elastic Cloud Computing Cluster (EC3)

Elastic Cloud Computing Cluster (EC3) is a tool to deploy virtual elastic clusters on top of
Infrastructure as a Service (laaS) providers, either public (such as Amazon Web Services,
Google Cloud or Microsoft Azure) or on-premises (such as OpenNebula and OpenStack, ...)

EC3 deploys and configures virtual elastic
clusters. It relies on IV to deploy the
machines and on CLUES

to automatically manage the elasticity.

Offers a set of predefined templates

to configure the resources through Ansible:
Kubernetes, Mesos, SLURM, Torque, SGE,
HTCondor, Nomad.

Ansible recipes

40

10/11/2020



https://aws.amazon.com/
http://cloud.google.com/
http://azure.microsoft.com/
http://www.opennebula.org/
http://www.openstack.org/

C EOSC-hub Wizard with 6 simple steps

CONFIGURE YOUR CLUSTER e ENDPOINT

Cluster configura >
_ CLUSTER CONFIGURATION FedCloud endpoint

INFN-CATANIA-STACK v
Please choose the LRMS (Local Resource Management System) of
= D E P L O Y
2, Cluster configuration

OPERATING SYSTEM

T Endpoint
orque
What 0S distribution do you like your cluster to have?
Mesos + Marathon + Chronos .
erating System >
Kubernetes o install in
OSCAR nfigured. EGI Docker v

OSCAR-latest
1d
ECAS

CLUSTER

Is your favourite software not available? Cluster configuration

INSTANCE DETAILS

Endpoint

Front-end instance type:

Operating System

2 CPUs - 4096 RAM v
Instance details >
‘Working nodes instance type: CONFIGURE YOUR CLUSTER
2 CPUs - 4096 RAM v Cluster configuration
RESUME AND LAUNCH
Endpoint
These are the details of your cluster:
Operating System N
Cluster configuration Endpoint: INFN-CATANIA-STACK
CLUSTER'S SIZE & NAME VML egi.docker.ubuntu.16.04
Instance details Frontend instance type: 2 CPU, 4096mb RAM
Endpoint Working nodes instance type: 2 CPU, 4096mb RAM
Introduce the maximum number of nodes of your cluster Cluster's size & Name Local Resource Management System: torque

Operating System (without including the front-end node) Software packages: Nothing selected

o o Maximum number of nodes: 5
Note that EC3 will initially provision enly the front-end node and it will Resume andlaunch  »
Instance details ) 8 Cluster name: ClusterName
dynamically deploy additional working nodes as necessary.
Cluster's size & Name ¥
5 -

Cluster name (must be unique and

without spaces):

clustertiame [ o Y
Back




@ EOSC-hub EGI Notebooks

@ JupyterHub hosted in the EGI Cloud

- Offers Jupyter notebooks ‘as
Service’

- One-click solution: login and start
using
@ Main Features:

- Login with the EGI AAI Check-In
service

- Persistent storage for notebooks

- Use EGI computing and storage
resources from your notebooks

File Edit View Run Kernel Hub Tabs Settings Help

Python3 O

<[>

™ " FirstNotebook.ipynb ® M| Terminal 1
B+ X OO0 » = C Code v
— 3 » Start here
L]
® This is a documentation cell written with markdown
print("hello")
. ‘\ hello
Documentation _
. o import seaborn as sns P
Text formatted using sns.set(style="darkgrid") ~
Markdown/LaTeX # Load an example dataset with long—form data

fmri = sns.load_dataset("fmri")

# Plot the responses for different events and regions
sns, lineplot(x="timepoint", y="signal",

hue="region", style="event"
data=fmri)

<matplotlib.axes._subplots.AxesSubplot at @x7f4c15812e48>

Interactive
browser based
environment

Code
Use your favourite
language (50+
supported)

o

Output

Results of the code

execution(e.g. plo

10/11/2020

42




@ eoschub

Use of Compute Services in EOSC-hub

10/11/2020
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‘\.)\ EOSC-hub WeNMR - A Worldwide e-infrastructure for N*MR
and structural biology WE&-nmr

The WeNMR suite is composed of seven individual

platforms: Architecture behind the portals
e AMPS-NMR: a web portal for Nuclear Magnetic Resonance

(NMR) structures
* CS-ROSETTA: to model the 3D structure of proteins

e DISVIS: to visualise and quantify the accessible interaction = - X
space in macromolecular complexes ——

F

FANTEN: for multiple alignment of nucleic acid and protein
sequences

UDOCKER

biomolecules

*  POWEREFIT: for rigid body fitting of atomic structures into PP A t— .
cryo-EM density maps % g e generation 2

« SPOTON: to identify and classify interfacial residues as Hot- -
Spots (HS) in protein-protein complexes

« HADDOCK: to model complexes of proteins and other —— ‘
of

WEB CLIENT WEB SERVER MASTER NODE WORKING NODE

10/11/2020 a4




‘Q)\ EOSC-hub OPENCoastS: forecast systems for coastal sites

©OPENCoastS 4

, . EUROPEAM DPEN ( N .
_ Coastal circulation on-demand fofecast s« D s ,) EQSChub * Markeipiace EOSC core services
‘ 'L A,
/ Cloud - several VMs g OPENCoastS ) [ EGI Check-n &)
at INCD and IFCA el Web frontend | Authentication
Web frontend
Backend Baati:gnd { PostGIS | OPENCoastS
ase
Data Storage database Backend
Data Management OPENCoastS
Web frontend QHCWMS ‘ { NextCloud Compute node _/
https://opencoasts.ncg
.ingrid.pt/

Additional processing capacity é5|

i Job

N fBatch clusters { ’ :GI Drac  @csi
at INCD, IFCA, etc Gy ‘ OPENCoastS w orkload manager

{ OPENCoastS ‘ ‘ OPENCoastS ‘ ‘ OPENCoastS J1
\ Job Job Job

WIFF - Water
Information

Forecast
Framework

- EGI Check-in: users authentication

- EGI cloud compute: provide compute resources for frontend and
backend

- EGI Cloud Container Compute : run containers in a virtualized
environment (udocker - INDIGO-DC)

- EGI High-Throughput Compute: to run simulations and store data
- EGI Workload Manager: for job submission to local resource providers

Configuration
Wizard

S

Forecast
Manager

S

\ Outputs viewer
-/

10/11/2020 ®
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@ EOSCDIH

Improving safety and operational
performance of seaports

Solutions to secure online services
from Botnets Attacks

EOSC DIH initial pilots

A Cloud Framework for State-of-the-
art Space Weather

Analysing Sport Performance through
a Cloud-hosted platform

Using data cloud Services to manage
harmful algae blooms

Platform-as-a-Service Data Analytics
for the Furniture Industry




@ EOSC-hub DODAS

DODAS (Dynamic On Demand Analysis Sites joining the virtual infrastructure
Service) is a Paa$ that instantiates on- %
demand container-based clusters to

execute software applications

Colors are CMS Schedds thegl_ideiric'ann‘_ectto A

DODAS Was used to bUIld d Slngle Virtual s nen e e e e e e
infrastructure on top of 4 EGI Cloud

) The DODAS

providers virtual site

wrt CMS
Tier3

- Executing actual experiment workload
- Distributing the load across providers

10/11/2020 ol




‘\.)\ EOSC-hub Big Data Analytics for agricultural monitoring
using Copernicus Sentinels and EU open data sets

@ Show how federated EOSC resources can
facilitate a range of Sentinel data applications
across agricultural user domains

- Use of Big Data Analytics to multi-annual high
resolution Copernicus Sentinel data and EU
open access reference data sets

- Agriculture use case: cross-border EU region of
NL and Germany d e o

@ Objectives: -

- (1) project EOSC as reference platform hosting
permanent Sentinel data archive, (2) methods

DY NV

to handle a wide set of technical requirements o
for Sentinel data use 8
n European | .:o..g ,0._ o... i B st Ve Gt 52018 GecsicOEKG 5200, oo 205
Commission .’,‘,-‘.-""'-._'-_0.0.
Joint Research Centre (—1—| aﬂ CRC @ DIAS
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The EISCAT 3D Competence Centre @ EOSC-hub

deploy and integrate necessary tools, services and infrastructures

POLPood - DR

- Data management and processing I W s a3y
O 16 #rod - DIRAC x |+ oe
DIRAC Interware C 5 C D & M O IG resEe wrevedek D G £ 0 5 © O 2
) ) Dy sl Seechive 200 Time Ly €2 3 ' ™) et cpt 100 SWised l
- integration component s [ gy
— asingle access point towards e-Infrastructures D ~
. :\‘L-l_q.j-, vl b2
EUDAT's B2 services - B b
- unify the data management
- discovery system across dilerent storages
— storage access management

EGI and INDIGO services o

- deploying the software stack on HPC/HTC systems including release management

provide secondary services for production operation

- user authentication and access control



‘Q)‘ EOSC-hub Open AiiDA lab platform for cloud computing in
Materials Science
€ Cloud data generation platform and

data analysis platform: doAiiDA
- Based on AiiDA + Jupyter + App - .

In EOSC-hub: ——

@ Provide access to Kubernetes e chooss the code: .
infrastructure to support the EFEV* o { O *
deployment and operation of an open
AiiDA lab instance _

@ Support the authentication and
authorisation of users into AiiDA lab T S T v *

with EOSC users
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‘\.)\ EOSC-hub EOSC DevOps framework and virtual
infrastructure for ENVRI-FAIR common FAIR data

services

@ ENVRI-FAIR connects the
Environmental Research

Infrastructure (ENVRI) community to "y ﬁ|ﬂ.

the EOSC ”i::> *@

@ Use cases:

- Automated Cloud execution for data

 p—
upy
workflow

oIS T e

- Continuously testing and integration
for ENVRI services
Scenario 2 o, ESROPEAN PN

- Notebook based environment for FAIR Sk Low
data access and processing

e |
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@ eoschub

Summary




@ EOSC-hub Summary

@ EOSC-hub brings together computing services into a federated solution:
from powerful and fully-customisable Infrastructure as a Service to high-
level and interactive computing platforms.

E
PaaS

Orchestrator

C3
l Infrastructure @ Workload Manager
Manager t
e =}
EGI Cloud 01' I!'

Container Compute

- i<

EGI Notebooks

Container
registry/
helm

EGI Cloud \ “

Federated Infrastructure EGIHTC
\ o UDOCKER
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@ EOSC-hub  EOSC Portal

Get Started by requesting
services at EOSC portal!

EUROPEAN OPEN : : : ; : :
o About Governance Services & Resources Policy EOSCin Practice Media For providers Q
<29 ° SCIENCE CLOUD

Sharing & Discovery

Processing & Analysis
Data Management

Compute

The European Open ==
Science Cloud (EOSC )i

Training & Support

Offers 1.7 million European researchers and
professionals in science and technology a virt/ESIIE
environment with open and seamless services fRShEEIOE
management, analysis and re-use of research atitt, acro
borders and scientific disciplines.

More about EOSC
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Thank you

for your attention! .

Questions?

EOSC-hub

S eosc-hub.eu W @EOSC_eu

m This material by Parties of the EQSC-hub Consortium is licensed undera Creative Commons Attribution 4.0 Intermaticnal Licenss.



