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So what 
On one side technology evolves 

It is in this context that we developed a solution to “easily” bring Clouds to CMS 
system.. 

Google trends
Cloud

Grid

DODAS
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LHC Schedule 
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On the other side the computing needs change ( increase )
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CPU and DISK needs

CMS (2030) will need disk which is still 2x with respect to what we will be able to 
buy and 3x CPU with respect to what we will be able to buy

How to address these challenges
5
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R&D and new ideas
So we need two main ingredients : 

● R&D on infrastructure, software, analysis models 
● Ideas on how to improves the current systems as well as on how to introduce 

new approaches and solutions, at any level

No we focus on Infrastructural R&D currently on-going in our domain 

- CMS/HEP/WLCG
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Computing Infrastructure R&D

Key aspects in the model are caching  and 
content delivery solutions

- Today we have opportunities learns 
about best uses of caching

- We will come to this later 
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Vision for evolution of CMS (WLCG) infrastructure
- Will evolve towards a data lake model
- The Data Lake model currently discussed in WLCG makes clean regional 

distinctions (US Region / EU Region)

mailto:spiga@infn.it


spiga@infn.it                                                 HPC4L - Training 21-22 October 2020. Beirut, Lebanon

Something more on Data Lake

8

A small number of Data Lakes across the world
- Reduced number of storage endpoints wrt 

the current WLCG model

Envision a mix of distributed caches directly 
accessed from compute nodes
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DODAS main concepts 
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- Support user tailored computing environments 
- Automate configuration and  deployment of custom services and/or 

dependencies 
- Support declarative approach to define input parameters, customize 

workflows, treating a collection of resources together as a single unit
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DODAS main concepts ( cont ) 
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Highly flexible and modular solution enabling multiple usage patterns:

- Leverage clusters, possibly customising the stack, building highly reliable, highly 
scalable, applications 

- without worrying about creating and configuring the underlying infrastructure
- TOSCA + Ansible + Application setup (e.g Helm)

- Generate Clusters on demand (K8s on demand), possibly customizing the 
underlying infrastructure

- TOSCA + Ansible
- And leave users to focus just on applications

- (e.g. Helm)
- (Abstract the IaaS provisioning VMs/DB etc…)

NOT CMS specific
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A GRID Site

Computing Element Storage Element

WN WN

The GRID….

workloads... Storage interactions

Batch system

Storage system

Local protocols

Access 
to local 

files

Squids

CVMFS
UI?
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The HTCondor view of DODAS

High level view of the 
CMS Global pool and its 

main elements

How the system 
integrates DODAS 
provided resources

Managed through
DODAS

Trusted
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CMS Submission Infrastructure
A different perspective: CMS see DODAS as yet another solution to provision 
resources to the experiment 
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WLCG  Monit integration

But it is also fully 
integrated in the CMS Job 
monitoring running on 
CERN MONIT 
infrastructure for 
monitoring WLCG 
resources

18

mailto:spiga@infn.it


spiga@infn.it                                                 HPC4L - Training 21-22 October 2020. Beirut, Lebanon

How DODAS fits into this ? 
DODAS: automatizes the process of dynamically, on demand, creating a Grid site 

- On top of  Cloud
- In a cloud-native manner
- Seamlessly integrating the submission infrastructure of CMS 
- Automatically fetching jobs

- Implementing well defined authN/Z policies 

- Eventually reducing the need of extra services such as
- Computing Element

- Implementing the vacuum model, the pilots ( glidein ) starts themselves “by magic”
- Storage Element  

- Relying on friendly sites 

19
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What does it means concretely? 

DODAS performs the following actions:

• Bare-hosts (e.g. VMs) instantiation based on user requirements, defined at 
TOSCA level

- Virtual hardware can be scaled up/down (elasticity)
• Services and software configurations at host leves (docker engine etc) via ansible
• Container orchestrator deployment ( K8s ) via ansible
• Deployment and execution of services/microservices (e.g. Worker 

Nodes/HTCondor, squid proxy, CVMFS and JWT-->x509 certificate translator) as 
k8s Application

- this is how worker nodes are “spontaneously produced” and scaled 
up/down

20
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Ok but in practice ? 
We have all the pieces now: 

- TOSCA define the topology embedding :
- Ansible: prepare the infrastructure and customisations and execute helm install 
- HELM: install the CMS Site ( from auto-pilots up to squids, cvmfs etc )

Here we go:  

https://github.com/DODAS-TS/dodas-apps/blob/master/templates/applications/k8s/experiments/cms/template-cms_cluster.yml
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Optionals features

• Current incarnation is based on HTCondor as a mean to manage (aka overlay) 
distributed worker nodes (startd/glideins)

- Does not deploy Computing Element (CE) but it could be added (example of 
modularity)

- DODAS Vacuum system is integrated in the CMS Computing infrastructure aka 
HTCondor Global pool (see next slides)

• Current incarnation is based on Storage-less configuration, this means that the 
generate Site will use a friendly remote storage

- As an optional it is possible to deploy storage to create a cache layer which 
allow to optimize I/O. The implementation is based on XrootD ( XCache)

▪ We will not go through the details here 
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Storage

The data cache part leverages XRootD 
XCache technology to cache data near 
the WNs

● Configurable through Pod 
environment variables and/or 
configMap

● New cache servers can be scaled 
and automatically registered on the 
redirector

● Limit to one cache per VM and 
using net:host for performance 
reason
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Ok but in practice ?
We can have a look to the “last mile” 

HELM chart to deploy a complete xcache system 
- https://github.com/DODAS-TS/helm_charts/tree/master/stable/cachingondemand

This can be embedded in TOSCA

- But now all this is already understood and straightforward 
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Analysis and Production jobs
The described solution is fully compatible for any type of CMS jobs, being them 
Production / Montecarlo / private Monte Carlo and Analysis job

However in this demo we will focus on Analysis jobs: 

Link to the demo: 

http s://drive.google.com/drive/folders/173FV1iRFQirKNsdxinKO3o7mmnJBllC1?ths=true 
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DODAS and High Energy Physics Part2
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Cache effect on CPU efficiency @ CMS
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● We studied monitoring data of the whole 2018 CMS analysis workflows
○ Remote data read costs on average about 15% of CPU time w.r.t. Onsite data reading

Onsite read:
~74 %

User remote read:
~57 %

CPU EFF
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Caches allow to reduces the overall WAN traffic and, makes the processing job that requested the 
data more efficient by reducing I/O wait time for remote data.

CPUEff = sum(cpu time) / sum ( job time)
From data@CERN MONIT hdfs Measured on testbed
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XCache behaviour 
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We said that DODAS is experiment free… is that 
confirmed? 
Any concrete example ?
….

32

mailto:spiga@infn.it


Perugia, 25-28 Novembre 2019spiga@infn.it 33

The first end-to-end integration
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AKA a native HTCondor 
federation solution

- easy to implement from the 
HTCondor perspectives
- few lines of config file 

(flock from, flock to)
- plus AuthN/Z

- It is transparent from the user 
point of view
- just keep submitting jobs 

as before
34

Federation through HTCondor Flocking 
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PaaS federation layer allow to build container based HTCondor overylay 
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From the infrastructure point of view



spiga@infn.it                                                 HPC4L - Training 21-22 October 2020. Beirut, Lebanon
36

mailto:spiga@infn.it


spiga@infn.it                                                 HPC4L - Training 21-22 October 2020. Beirut, Lebanon
37

mailto:spiga@infn.it


spiga@infn.it                                                 HPC4L - Training 21-22 October 2020. Beirut, Lebanon
38

mailto:spiga@infn.it


spiga@infn.it                                                 HPC4L - Training 21-22 October 2020. Beirut, Lebanon
39

mailto:spiga@infn.it


spiga@infn.it                                                 HPC4L - Training 21-22 October 2020. Beirut, Lebanon
40

mailto:spiga@infn.it


spiga@infn.it                                                 HPC4L - Training 21-22 October 2020. Beirut, Lebanon

Summary
DODAS is a high modular deployer manager built on the concept of Infrastructure 
as a code to create and provision infrastructure deployments, automatically and 
repeatedly. 

- We discussed how we use DODAS to support CMS stateless sites on K8s
- includes compute and data creation and orchestration and federation (XCache service)

DODAS also supports an on-demand analysis facilities offering (on top of 
K8s):

- HTCondor batch systems on demand, supporting HTCondor federations
- Floking, routing and HTC/HPC mixing 

DODAS is experiment independent and its community free. As such it can be adopted by 
“any experiment/use case”
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