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Introduction - The project

e The project was carried out with European Horizon 2020 funds.
e The project provides new generation of e-infrastructures that harness latest generation

technologies, supporting deep learning and other intensive computing techniques to exploit
very large data sources.

e It aims to lower the adoption barriers for new communities and users, satisfying the needs of
both research, education communities and citizen science.
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Introduction - The users

Basic

No machine learning knowledge. Just
give me a working model to make
predictions.

\Xe offer:

> a catalogue full of ready-to-use
modules to perform inference with
your data

> an API to easily interact with the
services

> solutions to run the inference in local
or Cloud resources

> the ability to develop complex
topologies by composing different
modules

Intermediate

[ want to retrain a working model on my
personal dataset.

\X/e offer:

the ability to train out-of-the-box a
module of the catalogue on your
personal dataset

an API to easily interact with the
model

data storage resources to access
your dataset (DEEP-Nextcloud,
OneData, ..)

the ability to deploy the developed
service on Cloud resources

the ability to share the service with
other users in the user's catalogue

Advanced

| want to develop my custom Deep
Learning model.

\X/e offer:

a ready-to-use environment with the
main DL frameworks running in a
dockerized solution running on
different types of hardware (CPUs,
GPUs, etc)

data storage resources to access
your dataset (DEEP-Nextcloud,
OneData, ..)

the ability to deploy the developed
module on Cloud resources

the ability to share the module with
other users in the open catalogue
the possibility to integrate your
module with the API to enable easier
user interaction
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Introduction - Useful links
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Homepage
Marketplace
Dashboard
Github
DockerHub
Documentation

NextCloud

https://deep-hybrid-datacloud.eu/

https:.//marketplace.deep-hvbrid-datacloud.eu/

https:./train.deep-hybrid-datacloud.eu/

https://qgithub.com/deephdc

https://hub.dockercom/u/deephdc/

https://docs.deep-hybrid-datacloud.eu/en/latest/

https.//nc.deep-hvbrid-datacloud.eu/

(* these slides are available here)


https://deep-hybrid-datacloud.eu/
https://marketplace.deep-hybrid-datacloud.eu/
https://train.deep-hybrid-datacloud.eu/
https://github.com/deephdc
https://hub.docker.com/u/deephdc/
https://docs.deep-hybrid-datacloud.eu/en/latest/
https://nc.deep-hybrid-datacloud.eu/

Introduction - Webinar outline

1. Exploring the Marketplace
2. Using the Dashboard

a. Deploying a module

b. Making inference

c. Retraining a module on a new dataset
3. Developing a new module

a. Deploying the DEEP development environment

b. Using the cookiecutter

c. Integrating it with DEEPaaS API

d. Adding the model to the ClI pipeline

e. Adding the model to the Marketplace
4. What's next?

a. New DEEPaaS features

b. Friendlier Ul for module inference

c. Training Dashboard
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The Marketplace
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The Dashboard



The Dashboard - Module Overview
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Dashboard

Deployments

Identity and Access
DEEP Marketplace

DEEP Documentation

Project page

Marketplace ™

2" Model | Trainable | Inference

Dogs breed detector

Identify a dogs breed on the image (133
known breeds)

%" Model | Trainable | Inference

Plants species classifier

Classify plant images among 10K species
from the iNaturalist dataset.

%" Model | Trainable | Inference

Upscale multispectral satellites
images

Upscale (superresolve) low resolution
bands to high resolution in multispectral
satellite imagery.

%" Model | Trainable | Inference

DEEP OC Massive Online Data
Streams

Deep learning for proactive network
monitoring and security protection.

2" Model | Trainable | Inference

Conus species classifier

Classify conus images among 70 species.

%" Model | Trainable | Inference

Speech keywords classifier

Train a speech classifier to classify audio
files between different keywords.

%" Model | Trainable | Inference

DEEP OC Retinopathy Test

A Tensorflow model to classify
Retinopathy.

%" Model | Trainable | Inference

Phytoplankton species classifier

Classify phytoplankton images among 60
classes.

%" Model | Inference

Body pose detection

Detect body poses in images.

Q | Search

%" Model | Trainable | Inference

Train an image classifier

Train your own image classifier with your
custom dataset. It comes also pretrained
on the 1K ImageNet classes.

%" Model | Trainable | Inference

Seed species classifier

Classify seeds images among 700K
species.

%" Model | Trainable | Inference

Train an audio classifier

Train your own audio classifier with your
custom dataset. It comes also pretrained
on the 527 AudioSet classes.
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The Dashboard - Deploying a module

dozp

Dashboard

Deployments

Identity and Access
DEEP Marketplace

DEEP
Documentation

Project page

Configure training: Train an image classifier

General Configuration

Template:

default

Hardware configuration:

CPU

Specific Configuration

Docker options:

Docker image to deploy from Docker Hub (docker_image):

deephdc/deep-ocimage-classification-tf:latest

Jupyter options:

Password for JupyterLab. Should have at least 9
characters. (jupyter_password):

@
Command:
DEEPaaS v
Docker tag:
latest v

Equivalent of --privileged docker flag (docker_privileged):

False

Configurable options

° docker image (from deep-oc, but also
custom docker images)
hardware (#cpus, #gpus, RAM)
storage (OneData, Nextcloud volumes)
services (DEEPaaS, JupyterLab)
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The Dashboard - Making inference

Launch module with DEEPaaS.

m /v2/models/imgclas/predict/ Make a prediction given the input data

Parameters

Name

data
file
(formData)

urls
string
(query)

timestamp
string
(query)

ckpt_name
string
(query)

Description

Select the image you want to classify.

Default value : null

Select an URL of the image you want to classify.

Default value : null

Model timestamp to use for prediction.
Group name: testing

Choices: ['default_imagenet]

Type: str

Available values : "default_imagenet”

Default value : "default_imagenet"

Checkpoint inside the timestamp to use for prediction.

Group name: testing
Type: str

Default value : "final_model.h5"

Response body

"status": "OK"
"predictions
"labels": [

"lion",
"fur_coat",
"brown_bear",
"hyena",
"timber_wolf"

"probabilities": [
0.9763001203536987,
0.005802886560559273,
0.00480994675308466,
0.0014703389024361968,
0.001060070120729506
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The Dashboard - Retraining a module

1) Launch module with JupyterLab (remember adding password).
2)  Copy some demo files to make a mock dataset.

3 Terminal to launch DEEPaaS.

DEEPaaS

‘ /v2/models/imgclas/train/ Retrain model with available data

‘m /v2/models/imgclas/train/ Getalistof trainings (running or completed)

‘ m /v2/models/imgclas/train/{uuid} Getstatus of a training
f

Monitor &

TensorBoard

TensorBoard SCALARS

[] Show data download links

Ignore outliers in chart scaling

Tooltip sorting method: default -

Smoothing

—e

Horizontal Axis
RELATIVE  WALL

Runs

Write a regex to filter runs.

QFilter tags (regular expressions supported)

O -
TOGGLE ALL RUNS

/srv/image-classification-tf/models/2021-11-30_
133516/logs

epoch_acc

epoch_acc

105

epoch_loss

epoch_loss

08

06

0.

S

02

]
BeH

epoch_Ir

Training history

Home / Deployments / 11ec51e1-e308-f8be-81df-024250803cfb / history

11ec51e1-e308-f8be-81df-024250803cfb details £

imgclas

Training uuid

Date

Message Actions

9cde9418dbb14dc389d333926e7d5435

b8203305b9024e73bed3ad0ff2a48ecb

6f5320e213434d8daee20e8dd5db9451

2021-11-30
13:35:16.621857

2021-11-30
13:44:00.431724

2021-11-30
13:45:54.567297

Tra
a ts  Delel

Tra

ments  Dele
Tra

ments  Delel
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Develop your module



Developing - DEEP Development Environment

DEEP Development Environment &

The DEEP Development Environment provides a ready to use JupyterLab instance that enables
you to develop code using Jupyter notebooks, text editors, terminals, and custom components

in a flexible, integrated, and extensible manner.

‘ € Create environment

Configure training: DEEP Development Environment

General Configuration

Template:

default

Hardware configuration:

cPU

Specific Configuration
Docker options:

Docker image to deploy from Docker Hub (docker_image):

deephdc/deep-oc-generic-dev:latest

Jupyter options:

Password for JupyterLab. Should have at least 9 characters. (jupyter_password):

Command:

DEEPaas

Docker tag:

latest

You should choose the appropriate tag for your selected hardware. Check module documentation for more
details if unsure.

Equivalent of --privileged docker flag (docker_privileged):

False

Configurable options

docker image (from deep-oc, but also
custom docker images). Eg:

o  Tensorflow docker

o Pytorch docker

o .
hardware (#cpus, #gpus, RAM)
storage (OneData, Nextcloud volumes)
services (DEEPaaS, JupyterLab)
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Developing - DEEP Cookiecutter

This is the easiest way to develop any new module from scratch as it will take care of generating all the nitty-gritty
details that we will cover in the following slides (entrypoints, files, Jenkinsfile, Dockerfile, etc).

L ISR gl-Xelelaglagt-laleMc ook iecutter https://github.com/indigo-dc/cookiecutter-data-science
® Answer questions:

o  Project name, description, version, license type
o  Author name, email, Github account
o  Dockerhub account, Docker base image

e This will generate two folders. Eg:

o |INEEEMEN: This is where the project code is located
— Example: https://github.com/deephdc/image-classification-tf

o SRR This contains the Dockerfile of the project
— Example: https:/github.com/deephdc/DEEP-OC-image-classification-tf



https://github.com/deephdc/image-classification-tf
https://github.com/deephdc/DEEP-OC-image-classification-tf

Developing - Integrating with DEEPaaS

Head over to . Any module that wants to integrate with DEEPaaS should have two minimum
requirements:

O

it should define a file (eg. |NR I TICIE T With the functions to interact with the module.
These functions should define:

m the model metadata

m theinput args for training

m theinput args for prediction
m the response structure for prediction

m the train function train()

m the predict function

m a model warming function for prediction warm()

— Minimal example: https:.//github.com/deephdc/demo_app/blob/master/demo_app/api.py

— Full example: https:/github.com/deephdc/image-classification-tf/blob/master/imgclas/api.py

it should define an entrypoint in PRV Mail COiNting to that file
— Example: https://github.com/deephdc/demo_app/blob/master/setup.cfg#l 25-1 27
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https://github.com/deephdc/demo_app/blob/master/demo_app/api.py
https://github.com/deephdc/image-classification-tf/blob/master/imgclas/api.py
https://github.com/deephdc/demo_app/blob/master/setup.cfg#L25-L27

Developing - Customizing the Dockerfile b8

® Headoverto and modify the Dockerfile following your needs:
o install additional packages,
o change the base image,
o etc
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Developing - Continuous Integration Jenkins

e Both VLY and have their respective JIISUEIFIEY that define the actions to be taken
when a change is committed to the repos.

® Typical workflows:

o) mymodule/Jenkinsfile RIS

m run PEPS8 style analysis

IR glelelsI@ld DEEP-0C-mymodule/Jenkinsfile |

— Example: https:Zgithub.com/deephdc/image-classification-tf/blob/master/Jenkinsfile

o will
m  build Docker images for different branches (train/test) and different hardware (cpu/gpu)
m upload the image to DockerHub
m  build Docker images of other dependent modules. For example, changes in the code of
image-classification should rebuild all Docker images of applications that were trained with that
code (plant classifier, seed classifier, etc).
m refresh the module page in the Marketplace (see next step)

— Example: https:./github.com/deephdc/DEEP-OC-image-classification-tf/blob/master/Jenkinsfile
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https://github.com/deephdc/image-classification-tf/blob/master/Jenkinsfile
https://github.com/deephdc/DEEP-OC-image-classification-tf/blob/master/Jenkinsfile

Developing - Integrating to the Marketplace
® Headoverto and modify with the info relevant to your module. This is the

information that will appear in the Marketplace page.
® Make a Pull Request to add your module here. This will create the Jenkins pipeline for your module and will add

the module to the Marketplace and the Training Dashboard.

¢ Congratulations,
& you're done!
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https://github.com/deephdc/deep-oc/blob/master/MODULES.yml

What's next?



What's next? - New DEEPaaS features

Integration with Dask

kubernetes

workload manage!

Easier module integration via
decorators/hints

Before (webargs) After (type hints)

fields, validate

def ():
arg_dict = {

"demo-str": fields.Str(
required=
missing='some-string',

),

demo-int": fields.Int(
required=
missing=1,

)»

}

schema = {
"demo-1list": fields.List(
fields.Float()
s
}

def (**kwargs):
return {"demo-list":

22
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What's next? - Friendlier inference Ul

Before (Swagger Ul) After (Gradio based)

‘m /v2/models/demo_app/train/{uuid} Getstatus of a training

demo_app

A minimal toy application for demo and testing purposes. We just implemented dummy
inference, ie. we return the same inputs we are feed.

[ /v2/models/demo_app/train/{uuid} Cancela running training

/v2/models/demo_app/predict/ Make a prediction given the input data

DEMO-STR
Parameters some-string
DEMO-STR-CHOICE
Name Description choice2 v
DEMO-INT
demo-str "
string some-string 1
(query) DEMO-INT-RANGE
demo-str-choice choice2 v ]
Inputs =
(query) DEMO-FLOAT
demo-int O:f
integer($int32) 1 DEMO-BOOL
Frismeur)
prr
: : "a% 0, 6% 1
demo-image image { }
file - = 2 andi DEMO-LIST-OF-FLOATS
) sample-audio wav
ormData, 0.1,0.2,0.3
demo-audio audio DEMO-IMAGE
file . )
(formData) Choose File | sample-image.png
demo-video video
file . 2
(formbata) Choose File | sample-video.mp4
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What's next? - Friendlier inference Ul

Before (Swagger Ul) After (Gradio based) | Mature

Responses d e m o—a p p

Curl

A minimal toy application for demo and testing purposes. We just implemented dummy

curl -X POST "http://6.6.6.0:5000/v2/models/demo_app/predict/?demo-str=some-stringsdemo-st inference, ie. we return the same inputs we are feed.
dict=%7B%22a%22%3A%200%2(%20%22b%22%3A%201%7D&demo- List-of - floats=0.1&demo-list-of - float
-F "demo-image=@sample-audio.wav; type=audio/wav" -F "demo-audio=@sample-image.png;type=imag

DEMO-STR 0.73s

some-string

DEMO-IMAGE
Request URL

/0 000/v2/models/dem p/predict/?demo-str=some-string&dem
7B%22a%22%3A%200%2(%20%22b%22%3A%201%7D&demo- 11 loat: &del

Server response

Code Details

Outputs

200

string", DEMO-INT-RANGE
“choice2",
50
DEMO-VIDEO

}
"demo-list-of-floats": [
0.1,
2

» 0:00/0:30

6.2,
0.3

demo-image":

"UKLGRj pgEABXQUZFZm10IBAAAAABAAIAQBSAAABIAAAEABAAZGFOYTRFEACO/XCAD/SDAOP+4/+T/;
/¢/ZKAFACSAMT /vADS /BMAEQD] /wcALP+q/0X/v/8OAEAAW/ /5/9T/IADV/1EArPBKAAUAS /9XAFQAP)
DoAjgB4ANr/XgAiAIMAZPBZAB/ /CgCr/2X/h/+X//3/+VBKAKr/PQAALSASFI1/WBAgQCx//L/+f+
/v/1/xX/0P9+/4X/SQAR/57/Rv/A/1f/9//0Q/goAiAAIAOD/HABEAT4AGAARACEA4V+LAGBAG FBIACH DEMO-AUDIO
Y/0b/3/97A00AMgBIARQAOQF tADgBY f+CAHAADQC+/wf////j /mUABGAW/7T/2P+Z/9v/b/9UADSBLQ

KA+/+K/0CAZwBU/tv/dv+p/7n/MADG/w4ATP/y/4L/SPBAAD4AXFE6AGOAWFIKABMAY /+m/2D/2V5wWA

QAmANGASP8/ /WcAY/65/87+eP3Y/ygA2P+G/20AGGCXAYKAVPIFALN/RgCL/9b+K/9UAKT /3/+5/on/| P 0:00/0:33 co— )
AEAAAgAUAFIAtv/u/xQAMQCbAbb/EQASAF j /vPIpATOANVOZAGAANT /+/6T/9F9t/xz/cQDP/BIAK/,

+vwoAqougmu1ccooAaAursPAnZ/tH+Egnn/+r+dv93nrz/rgszm1/an//ysnﬁgnv/of/aAFLA

Response headers

content-length: 1843788
content-type: application/json; charset=utf-8
GMT

date: Mon, 22 Nov 2021 16:19:3!
server: Fython/3 8 aiohttp/3.7.4.poste



What's next? - Training dashboard
e Organizing training run in experiments

o hyperparameter optimization
o easier side-by-side comparison of training runs

e Richer module metadata language, to keep track of: -
o training datasets
o models
o training execution pipelines
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