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- Who we are and what we do - INFN & INFN CNAF

- INFN Cloud CNAF & EGI-ACE

- Integration points: Check-in, Accounting, AppDB, Monitoring
- Bringing GPUs to EGI

- Supported communities:

- VIRGO, DigiFarm.io, FERMI-LAT, INACTIVE-SarsCov2, I-NERGY




INFN (National Institute for Nuclear Physics)

- Along tradition in state-of-the-art distributed IT technologies,
from the first small clusters to Grid and Cloud-based computing.

- INFN is not interested in computing per-se, but as an essential
way to support its research and mission.

- For the past 10 years, this mainly meant supporting the
experiments @ CERN (LHC), although the scope is now
widening very quickly to other communities.

- Currently, INFN operates:

- 9 medium size centers (Tier-2s in the LHC Computing
Grid lingo)

- 1 large Tier-1 center, at CNAF (Bologna)

- All the INFN centers are connected with 10-100 Gbit/s
dedicated connections through the GARR network.

- Collectively, our main centers have about 65,000 CPU cores,
50PB of enterprise-level disk space, 60PB of tape storage.
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* CNAF (Centro Nazionale CNAE plans,
Analisi Fotogrammi — developsand
National Center for manages the INEN
Frames Analysis) is wide area network,
established in 1962 as which gradually
an INFN Central Facility evolvediintothe
for the analysis of Italian research
frames coming from network, now
bubble chambers. managed by GARR

(1980-2000)

Cloud Computing and Big Data

Davide Salomoni, 19/2/2019

CNAF history & mission

At the end of the 90s,
CNAF realizes the LHC
Italian Tier1 Data Center.
CNAF becomes one of
the main actors in the
development of GRID
World Wide Computing.

rsi stallation of]
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CNAF has a solid Data Center, ISO-
27001 certified.

It offers CPU and storage resources
to more than 30 INFN physics
experiments, as well as to other
disciplines.

It develops innovative Cloud services
oriented to the scientific world, to
industry and society.

It is a key player in technology
transfer (through its TTLab) and is
active in many projects of national
or international relevance.

—

Scientific Computing: support
for the 4 WLCGexperiments, 30 Astro-
particle and GW experiments,
theoretical physicspbeams simulations.
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Distributed Systems ((}IWD and
GRID), ext projects x'

Software Developments for develop, rhanégé\"aﬁdsdﬁ;)\ort/gengral
experiments and ext. projects utility séfvices sucH‘asBookkeedf\ng\,'l
Tracking on the new hardware enterprisF/content management, web
technology servers, etc.
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INFN-CLOUD-CNAF
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Cloud@CNAF

Total units

Quantity UM Units/month  Total M1-M15
CPU 200 CPU core/hour  4,380,000.00 146,000.00 520,426.00
GPU 2 GPU server/hour  43,800.00 1,460.00 8,765.00
Storage 165 TB/month 4,950.00 165.00 217.47
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GOCDB 5.8.0 #= Site: INFN-CLOUD-CNAF

Ys Advanced
Computing =
for Research

Project Data

NGI/ROC

Infrastructure

Certification Status

Scope Tags

OpenStack sites in the EGI Federation

IFCA-LCG2: https:/portal.cloud.ifca.es
TR-FC1-ULAKBIM: https://bulut.truba.gov.tr/dashboard
UNIV-LILLE: https:/thor.univ-lille.fr/dashboard/
GSI-LCG2: https://egiosc.gsi.de/

NCG-INGRID-PT: https://stratus.ncg.ingrid.pt/

' does not share that scope)

INFN-CLOUD-CNAF in EGI-ACE, EGI Check-in

1%y )

A Select your OpenID Connect Identity Provider

NGI_IT
Production
Certified Change

EGI, FedCloud(x)

iam cloud.infn it/
iotwins-iam.cloud .cnaf.infn.it/
iam-super.cloud.cnaf.infn.it/
iam.deep-hybrid-datacloud.eu/
iam.cnaf.infn.it/
iam-demo cloud cnaf.infn it/
iam.extreme-datacloud.eu/

dodas-iam.cloud.cnaf.infn.it/

Or enter your account name (eg. "mike@seed.gluu.org", or an IDP identifier (eg. "mitreid.org"):

ction Monitored Scope Tags i =
IN2P3-IRES: in2p3 il [ submit |
, ‘cloud-api- (%4 & |E6l, FedCtoud y —
IISAS-FedCloud: https://cloud.ui.savba.sk = =
: 4 L4 |EGl, FedCtoud P Duma Grstina End Usen
CESGA: e ’ ’ / a5
SCAL: https //cloud.scafraunhofer.de/ L 4 L 4 |EGI, FedCloud 4 EGI Federation Registry
INFN-CLOUD-BARI: https://cloud.recas.ba.infn.t an R
INFN-CLOUD-CNAF: httpsz//cloud-dashboard.cr.cnat.inf O + o | " ‘ x
e e oo
. oo cloud-cnaf BT s
é Gi - INEN-CLOUD-CNAE Identity Servcs cent
esaco-cloud-cnaf )
Q A site takes a golden badge if certified, used by scientific communities through Service Level Agreement and ity >=98% for 3 months. ~ -
O T STV
? A site takes a silver badge if certified, used by scientific communities through Service Level Agreement and ity >=95% for 3 months.

Test VOs excluded from th dream, fedcloud.
For any comments, suggestions or corrections, please e-mail to operations at egi.cu

ops, cms, vo.panosc.eu
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ESACO service for INFN-CLOUD-CNAF




Easy Integration - Accounting & Monitoring e
https://accounting.eqi.eu/

The Cloud Compute EGI view shows the accounting data in Resource Centre INFN-CLOUD-CNAF. The metric shown is Elapsed time * Number of Processors, grouped
by VO and Month, all VOs are shown.

Resource Centre INFN-GLOUD-CNAF — Elapsed time * Number of Processors (hours) by VO and Month (All VOs)

VO Jan 2022 Feb 2022 Mar 2022 Apr 2022 May 2022 Total Percen

digifarm.io 41616 43,008 41616 6720 0 161,543 19.19%

dteam 1488 2,008 0 0 0 14914 183%

fermi-lat.infn.it 0 0 3 0 785 808 01%

ops 2 14 % p) 8 160 0.02%

virgo 38688 34944 112,066 115200 63360 552,081 6162%

vo.-nergy.eu 0 0 0 31,306 31,680 62,986 1% .
vo.inactive-sarscov2.eu 0 0 0 11,255 12672 23921 293% h ttD S _' / / a rq O i e q I i e u

Percent

1-7of 7results

Home / Dashboard / egi-Critical / INFN-CLOUD-CNAF
Availability/Reliability - Last 30 days g Last statuses =
0
s
s
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P PEL L @"’«'n’&e“é’cs‘ L E LSS
Show 10+ entries Search: Show 1 = entries Search:

“ Endpoint (Group) Metric Timestamp. site Type start (UTC) +  Ena(uro)

@ INFN-CLOUD-CNAF (cloud-api-pubcr.cnatinfn.it org.nagios Keystone TCP 2022-05-18T01:02:267 a No data available in table

@ INFN-CLOUD-CNAF (cloud-api-pub.cr.cnafinfn.it) a

Showing 1t02 0f 2 entries



https://accounting.egi.eu/
https://argo.egi.eu

Bringing GPUs ea-Ace

- Supporting use-cases that needed to exploit specialized hardware like GPUs:
- DigiFarm.io & -NERGY : NVIDIA V100
- Amber INACTIVE SarsCov2: NVIDIAA100

- Defining different types of “flavors” to accommodate the specific requirements:

1

RAM

| Name | | Disk | VCPUs |
| df.16CPU_32GB_100GB_1V100 | 32768 | 100 | 16 |
| df.16CPU_64GB_100GB_1V100 | 65536 | 100 | 16 |
| df.8CPU_16GB_100GB_1V100 | 16384 | 100 | 8 |
| df.8CPU_32GB_100GB_1V100 | 32768 | 100 | 8 |
I I I l l
| ina.16CPU_64GB_160GB_1A100 | 65536 | 100 | 16 |
| ina.16CPU_64GB_160GB_2A100 | 65536 | 160 | 16 |
I I I I I
| inergy.16CPU_64GB_100GB_1V100 | | 100 | 16 |

65536

ll
T
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VIRGO

The relevant services to be deployed for the VIRGO (and more
generally IGWN) low-latency alert generation infrastructure are:
e  The Gravitational-Wave Candidate Event Database = o __--__ 5

I
. . . . -mai ' !
(GraceDB): it provides a centralized location for sl meseaes < (NI < I
\ SMS '
| / /
, |

HA K88 Cluster managed by
INDIGO PaaS Orchestrator to
manage the relevant services

aggregating and retrieving information about candidate B
gravitational-wave events. . ,
e The LIGO-Virgo Alert Network (LVAlert): a prototype ooy | GWoelery ——+1 Pipeines |
notification service "

e GWCelery: a service for annotating and orchestratin J
ry 9 9 i DoDAS HTCondor cluster on-
IGWN alerts N, S e e = | demand with access to
\ i streaming data to run the
arka

analysis pipelines with

Successfully managed to run a test tier of the GraceDB and deterministic queue latency

LValert servers, according to their plans

Elapsed time * Number of Processors (hours) by VO and Month
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FERMI-LAT & DODAS

Large Area Telescope (LAT): .
+ 20 MeV to more than 300 GeV observatory being used to perform gamma-ray astronomy

* observes 20% of the sky at any observations from low Earth orbit.

The Fermi Gamma-ray Space Telescope - space

Gamma-ray Burst Monitor (GBM):
- 8 keV to 40 MeV

- observes entire unocculted sky

Launch: June 11 2008,NASA,
Orbit: circular, 565 km altitude

« Scan the whole sky daily - Large Area Telescope (LAT), main instrument used to
& perform an all-sky survey studying astrophysical and
cosmological phenomena such as active galactic nuclei,
pulsars, other high-energy sources and dark matter
Integrating DODAS and Fermi-LAT & i
Deployments
DODAS has been used to provide a . m%
all-in-one system with
- HTCondor batch on-demand / c — c::::‘::;v::r;sw::y“\:m
- Support Token based Authentication to ®  scheddpod e ::::m;:mmw?::m
allow remote job submission S— —— app kubernees.o/managed-by: Helm
- User tailored runtime environment —

- Ready to support a cluster federation

- MinlO as a Service —

- Deployed as MinlO Kubernetes Operator

- Fully integrated with runtime
environment ( read and write )

- Ready to support replicas to distributed
clusters
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Scientific impact: Results obtained through the implementation of
the proposed use case will be the basis for the implementation of
specific research studies aimed at identifying antiviral drugs and
anionic polymers targeted to inactivate the Spike protein

Antiviral
Drug design
—_— 9

™ Induced disulfide
bonds breakage
|

4
Conformational
changes

Analysis
v’ Molecular dynamics (MD) simulations of 500ns (x3) of classic MD and 500ns (x2) of
Gaussian accelerate (MD) of spike protein wild-type and mutant are running.

v total atoms number of the system: 500000 (glycoprotein + ions + water)

Software

Computing Resources

v' Modern GPU devices based on the Ampere architecture able to speed-up the
molecular dynamic simulations
» N. 4 A100 GPUs made available by INFN
> N. 4 A40 GPUs made available by CESNET

v’ Amber is used for performing the molecular dynamic simulations A

v ltis the fastest academic GPU molecular dy ic simulations engine

v' The software license is provided by CNR-ITB

Storage space

v A large amount of storage space is required to store molecular dynamic
simulations of raw outputs
» 60 TB made available by INFN
» 170 TB made available by CESNET

. . Performance [ns/day] * Dynamics are running on VMs instanced on Openstack equipped with

* Running Dynamics on A100 - ! v 8 P aiRR

* cMD(500ns) x 3 5 VCPUs |16

* GaMD(500ns) x 2 5 RAM Min: 64GB — Max: 120GB

* 5MDsx5Tb= 25TB Si Min: 80GB — Max: 160GB

= = = openstack.
GPU 1 or 2 devices

* Running Dynamics on A40 Volume | Min: 20TB — Max: 80TB

* 8 complexes x 3 replica =24 MDs
* 24 MDsx1TB-> 24TB

*  Amber 20 has been dockerized by CNR-ITB to easily install and run it on the VMs.
*  VMs have been properly configured to run Docker containers leveraging NVIDIA GPUs




I-NERGY - Artificial Intelligence for next generation energy &, -2
services across Europe

Deliver an energy-specific open modular framework for supporting Al-on-Demand in the energy
sector (Al4 Energy)

Cloud Compute:

¢ 3 VMs for APACHE NiFI Cluster
(throughput target: 100 MB/s and
10000 events/s)

Data Streaming: Low latency near =
real time in-memory processing

Data Storage: According to the
needs of services and tools

Data Harmonisation:
Homogenisation and data e - -
pre-processing

Data Ingestion: Integration T

from heterogeneous sources

1 UIBI@Er TWIn TOr ENETgy || 4
dj Consumers | Develop Apps 1':“. fTens?(F low
J MLframeworks e .a-
|| KNOWAGE I-NERGY Marketplace = | seir! . PYTORCH
i ‘ Applications from Open Calls Al models Training Suite
; Analytics Applications
STt
N . .
Energy Analytics Services ~ Stream / Query
& Application S
- ~ ~ o I | Data Management services
~
~ wm U
_____ B 4 Y
g L i e e S i e e - — =8 3
iy e, | e Sk :- : | 583
1 N I-NERGY Data | | kafka  Data Streaming : S5s
1 SIOFgE. .. | e e = = O s2s
e 2 EE=Escecssaan oo 358
H | ! 535
s > &
- Common Data - Data Cleansing, Preparation and I 3"
e Homogenisation Modul ” =
: ‘ :i: Model omogenisatio Ml [ Access Policy | | | ;
g ¢ . g
i . = 3
| { Interoperability Module ‘ 1 i
1 ’ 1 2
1 | ]
- | Grid & non-grid energy data External Services data  Market operators data EC / Open datasets | S
©
' = g =ik
B moe i e ooy e e e e e A e e gt D)t o e, Ay |

* |3 VMs for Confluent Kafka
Cluster

* |3 VMs for MongoDB installation

* |3 VMs for Blockchain based
notarisation

* |1 VM for evaluating ML/DL
Models

* |1 VM for serving ML models
* 1 VM for the marketplace

* |1 VM with GPUs for training Al
models (>30 GB of GPU RAM)

view




Y DigiF SR,
DigiFarm.io 7> Z19irarm P

* Norwegian based ag-tech startup established in 2019.
e Core vision is to detect the world’s most accurate field boundaries and seeded acres
to power precision agriculture.
« leveraging the latest advancements in Artificial Intelligence technology
+ developing deep neural network models for automatically detecting field
boundaries through super-resolving Sentinel-2 satellite imagery to 1 meter
resolution

Resource Centre INFN-CLOUD-CNAF — Elapsed time * Number of Processors (hours) by VO and Month (Custom VOs)

Vo Dec 2021 Jan 2022 Feb 2022 Mar 2022 Apr 2022 Total
digifarm.io 16,583 41,616 43,008 41,616 6,120 161,543

Elapsed time * Number of Processors (hours) by VO and Month
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Future el e

» Support chosen use cases until the end of their activities or end of EGI-ACE project
« Colelct feedback on quality of resources offered
» Provide feedback on EOSC marketplace solutions

* Fulfill commitments to the project
» add support to new use-cases
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www.edi.eu/projects/egi-ace

EGI Foundation

@EGI_elnfra

EGI-ACE receives funding from the European Union's Horizon 2020 research and
innovation programme under grant agreement no. 101017567.
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