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2017-2019

2018-2021

2021-2023

● Science Demonstrators

● Service Pilots

● Interoperability Architecture

● Governance Framework

● EOSC Portal and Marketplace

● Services Management System

● Rules of Participation

● Services in the Hub portfolio

● Services in the EOSC Portfolio

● Digital Innovation Hub

● Business models 

● Interoperability Guidelines

● Training courses

2



European Data Strategy 

Lockdown
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EOSC EXCHANGE

FEDERATED

DATA

EOSC

CORE

INFRAEOSC-07:

VIRTUAL 
ACCESS

ALL: Shaping services for the EOSC (Wed 2pm)

C-SCALE: Unlocking the Potential of Copernicus Data (Wed, 11am)



EGI-ACE mission

Implement the Compute Platform of the EOSC and 
contribute to the EOSC Data Commons by delivering 

integrated computing, platforms, data spaces and tools as an 
integrated solution that is aligned with major European cloud 

federation projects and HPC initiatives.
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An EGI flagship project

Consortium: 
● 33 Partners, 24 third parties
● EGI council members + Research Infrastructures 

Budget:

● 8 M EC + 4 M in-kind

Scope:

1. Service delivery
(Virtual Access to 38 installations) 

2. Co-development of ‘thematic 
services’

3. Broadening 
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1. Service delivery



Portfolio of user facing services in EOSC
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Portfolio of user facing services in EOSC
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Delivery channels

9

EOSC USERS

● High capacity demand

● Custom configurations

● Long term engagement

https://marketplace.eosc-portal.eu/

EOSC Portal

● Ready-to-use resources/services

● Self-service configuration

● Short term engagement

Business-to-User Business-to-Business

https://www.egi.eu/egi-ace-open-call/

EGI-ACE Open Call

Continuously open, Cut-off dates every 2 months

Served nearly 80,000 users

42 

applications

194

Orders + 

Open 

access

https://marketplace.eosc-portal.eu/
https://www.egi.eu/egi-ace-open-call/


2. Co-development
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Enabling a thematic service* ecosystem

17 from the consortium 36 from external communities

* Thematic services are a subset of our users/providers. Thematic services are online services setup and operated 

on top of EGI-ACE infrastructure and platform services for disciplinary groups. 
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EGI provides:
● Check-in
● Notebook
● Cloud Compute
● HPC (pilot) 

● DataHub
● Online Storage

European Network for Earth System Modelling
Open, scalable and cloud-enabled data space for climate data analysis

See the demo tonight!
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3. Broadening



Resource infrastructure expansion

Distributed compute and storage facilities deliver CPUs, GPUs and Storage

• 29 Cloud providers: 15 funded with VA, 23 supporting EGI-ACE SLAs 

• 200+ HTC providers: 1 funded with VA, 58 supporting EGI-ACE SLAs

• 4 pilot HPC centres, all supporting EGI-ACE

HPC 

(Pilot)

HPC
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EGI Cloud uptake during EGI-ACE (CPU-hours)

15

102 Million CPU-hours delivered for EGI-ACE users

● Virtual Access: 72 Mill CPUh

● Local funds:  25 Mill CPUh 

● Pay-for-use: 5 Mill CPUh

EGI-ACE 

users

+40% on top of VA



with non-European 
e-Infrastructures

Collaborations

with ESFRIs with industry
(EGI Digital Innovation Hub)
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The way forward. Computing in EOSC: evolving the role of 
the EGI Federation

Unleashing the Power of Computing in EOSC: Overcoming Challenges 
with Effective Solutions

We did it! The innovation impact of EGI-ACE

Demonstrations, posters with 1’ pitches (17:30-21:00)

User

Service

Operation



Contact: egi-ace-po@mailman.egi.eu

Website: www.egi.eu/projects/egi-ace

Thank you!

EGI Foundation

@EGI_eInfra

EGI-ACE receives funding from the European Union's Horizon 2020 research and 
innovation programme under grant agreement no. 101017567.

http://www.egi.eu/projects/egi-ace
https://www.linkedin.com/company/egi-foundation
https://twitter.com/EGI_eInfra?ref_src=twsrc%5Egoogle%7Ctwcamp%5Eserp%7Ctwgr%5Eauthor
https://nl.linkedin.com/company/egi-foundation
https://twitter.com/egi_einfra
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