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Expanding EGI cloud

New providers and integration models
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7 new fuIA)\/ mte%ated providers
I-LCG2,

GRNET-OpenStack,
ILIFU, CNIC,
WALTON, ELKH-
Cloud

New integration points for
enabling Open Science
- AAI
- Application sharing - AppDB
- Data sharing - DataHub

Expansion beyond EU
- South Africa, China, Easter
countries
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Container support esi-Ace

Two options to access Kubernetes

Self-managed containers Fully managed containers
- — ~ i i v VL
Container image ! i laaS Orchestration Managed Container Platform
registry ! : (IM) (Rancher)
(Harbor) ) !
e N '
1 | y A\ 4
Dynamic DNS _I
Kubernetes | \/Ms

\ J Kubernetes | \/Ms

Federated resource providers

[ Secret Storage \} i i Provider A Provider B




HTC

Tokenization process

Transition from X.509 certificates to tokens:

e From low-level authentication/authorisation based on GSI to a
plugin based architecture capable of handling different token
formats

e From VOMS to Check-in as Attribute Authority

e Started with compute services
o First implementations tested in HTCondor-CE and DIRAC

0 ARC-CE testing coming soon
o Next: grid storage services

Once completed users will no longer need to hold a certificate to access
HTC services
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HPC eal-Ace
New resource types in the federation
Pilot HPC integration into the 4 sites and use cases with different
federation: approaches:
e Access with Check-in credentials e HPC as a Service - build HPC-like
e Container execution with udocker environments on demand using cloud
e Data sharing via DataHub techniques
e Accounting and monitoring using e OpenlD Connect access to login
already existing tools in the nodes - ssh-oidc
federation e HTC middleware - reuse existing
tools

e Higher-level gateways - access via
JupyterHub




Data Management services in EGI-ACE

esl-Ace
Existing EGI portfolio services

Technooy EGI Data Transfer: Schedules and manages data transfers
between facilities.

«\
@ CYFRONET

EGI DataHub: An integrated platform for data federation, remote
0.~0 = access, caching

New community services

openRDM: Integrated data management service with interactive
OpenRD_M o access via Notebooks. Digital notebook, Data management,
ETH:zirich  |nventory management

Spider: Meant for processing of big data, supporting several
storage backends

s

Rucio: Delivers large scale and policy-driven data management in
Science and . . .
Tochnology a distributed infrastructure.

SCIENTIFIC DATA MANAGEMENT
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Expanding the computing capabilities of EGI g%,

eel-ACE

INDIGO-PaaS Orchestration cloud resources using TOSCA
standard with automatic selection of providers..

DODAS On-demand Distributed and customisable data analytics
platform

DEEPaaS Automated training of ML/Al models on the distributed
infrastructure

EC3 Deploy Virtual Elastic Clusters on the Cloud

IIM A cloud orchestrator to deploy and configure complex virtual
infrastructures

Replay Reproduce and share research on a notebooks-based
platform




Enhancing the existing compute services

ecl-ACE

u INSTITU"I?EOF INFQRl\jiATICS
prmmmmmreme - DynamicDNS Friendly hostnames for services/VMSs running

: ) @ on EGI AppDB FAIR software repository

1454

N y Workload Manager Manage and distribute your computing
00 0 tasks in an efficient way while maximising the usage of
,° O\ computational resources.
O cesnet Notebooks Create interactive documents with live code,
— visualisations and text
A~ N Software Distribution Publish and access software
@ Foctimeuncil efficiently across multiple sites




' Beyond EGI-ACE St ree

Consolidating the EGI-ACE services into the EGI portfolio
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Reproducible Open Science in EOSC
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AppDB and FAIR: FAIR scoring ee-Ace

Supporting FAIR research software

Home > Software > Tools > WatG Browser
| FAIR ness 445
Information Publications (0) Software Releases Comments & Ratings & Permissions | o
P Edit @ Moderate 3§ Delete [E JMBNARONGIGASES ¥ Bookmark € History | »
H 0,
Findable 46%
WatG Browser Identifiers | v [permalink]  Communication ==
O
Rate It: il Excellent ( Avg.: 5.00 by 22 votes) ‘Afollow @ m
— & Join as a contact
d  Web-based Grid Information System visualization ¢. Send amessage m Accessible 25%
% Report a problem o
Category: Tools
(619 hits )
Disciplines: Other
TR 0,
Togs () [ ssema mives I8 Interoperable 33%
Findable 83% L |
External Links: Website (1) v | Documentation (1) v Accessible 26% [
— H 0,
The WatG Browser (What is at the Grid Browser) is a web-based Grid System (GIS) application 3% ReprOdUCIbl e 75%
providing detailed overview of the status and availability of various Grid resources in a given gLite-based e-Infrastructure. It qga—
: .|
is able to query and present data obtained from Grid Information systems at different layers: from local resource Reproducible %%
information system for a particular Grid service (GRIS), to the Grid site information system (site BDI), and to the top-level ~ ===ems
information system for the whole Grid infrastructure (top-level BDII). read more
read more
) rocrate How to raise the score
¥ Download Metadata
Technical Details
Programming Lanj atinane [SUnware——m Lioug @@=
Developed with the following| |
License(s) programming language(s)
P Middleware: How to raise the FAIRness score of this entry
Organizati Compatible with the following)
middieware(s) |
Additional Info
In order to raise the score of this entry, the following issues should be addressed:
iq

F: Missing PID handle for one or more releases

A Missing HTTP/HTTPS download URL ¥
A: Missing download URL or not an HTTPS URL

I: Missing AP1 URL or not an HTTPS URL

I: Missing relations to other entries (projects, organizations, connected items, etc.)

I: Missing contextualization URL

R: Missinag connected items



AppDB and FAIR: RO-Crate

Home > Software > Middleware products > cloudkeeper-0s

Publications (0) R C & Ratings

& Permissions

FAIR packaging of research software metadata with RO-Crate

J Edit @ Moderate ¥ Delete _ % Bookmark D History | »

cloudkeeper-os Identifiers | v [permalink]
Rate It: ey Excellent ( Avg.: 5.00 by 1 vote) A follow @

OpenStack backend for Cloudkeeper

Category: Tools * Middleware products
23594 hits
( ) Disciplines: Infrastructure Development | v

Tags: | add | = :France | ::OpenStack
External Links: Documentation (1) v

OpenStack backend for Cloudkeeper

Technical Details Apache License 2.0 (APACHE-2.0)

License(s)

Communication

& Join as a contact

('« Send a message

o Report a problem

FAIRness
Findable
Accessible

Interoperable

Reproducible

44%

46%

25%

33%

5%

read more

How to raise the score

{&} rO-Crate

{¥. Download Metadata

# Download Archive

7 About RO Crate

<

SMARE

{®} ro-Crate

(¥ Download Metadata
s Download Archive

About RO Crate
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EOSC Data Transfer

@ View a 94 versions
Research Data . Dataset . 2020

Trialstreamer data

Marshat, lain; Nye, Benjamin; Kuiper, Jodl; Marshat, Rachel; Soboczensii, Frank; Nenkova, Ani; Noel Storr, Anna; +2 Authors

Dot 760897 ¥, 27 ?,10. 47233 °, Y
3977988 , “,10. 5336305 ", 5517061 %, 10. 4040640 ,

View all >

EOSC Data Transfer: Architecture and
Interoperability Guidelines

tps://doi.org/10.5281/zen0do.8052845

o..'... f.-.'o. °
e’ ‘reg
Cel-RACE

EOSC-Exchange

EOSC Interoperability Framework

Federated Data

N
. EDSE Future

EOSC-Core

Collaboration with OpenAIRE-Nexus in the context of
EOSC-Future:
e Data Transfer GUI integrated with EOSC Portal
e [EOSC Data Transfer API abstracting over Data transfer
services
EGI Data Transfer first compatible implementation
Data Staging from EOSC Data repositories to EGI-ACE
providers



https://doi.org/10.5281/zenodo.8052845
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An Open Platform for research es-Ace
O
« Common AAI: use same Notebooks
account across all services |
and providers, L o |
homogeneous o~ il ey |
authorisation S S T = S
« Composable: use Services! | puanup || e | O @ '
from different layers N | & NS
together to build new | @ o C ) || isribution | Checkein |
solutions ! T |

. APIdriven: allow users to | OnlineStorage | iCloud Compute | !
create complex workflows

and support new scenarios
Interoperable with EOSC:
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Learn more! eer-Fce

Check demos during the conference

This evening:
e 19:15 FedCloud client and FedCloud generic services: Dynamic
DNS and Secret management
e 19:40 OpenRDM: FAIR research data management
e 20:05 FAIR Software in the EGI Infrastructure with AppDB
e 20:30 Effortless service deployment on distributed cloud
environments through the PaaS Orchestrator

Wednesday:
e 10:30 EGI & C-SCALE: Notebooks for Earth Observation
e 10:30 EGI Workload Manager Service: activities in the EGI-ACE

project




EGI-ACE receives funding from the European Union's Horizon 2020 research and
innovation programme under grant agreement no. 101017567.



http://www.egi.eu/projects/egi-ace
https://www.linkedin.com/company/egi-foundation
https://twitter.com/EGI_eInfra?ref_src=twsrc%5Egoogle%7Ctwcamp%5Eserp%7Ctwgr%5Eauthor
https://nl.linkedin.com/company/egi-foundation
https://twitter.com/egi_einfra

o0
0.0"0.0
@ o%%: ®
.0.|'. ._'....

[ N ‘tte g

Two examples: ELKH-Cloud & CloudFerro es-Ace

i ,oudHungarian researchers ’CluudFerro

from the E6tvés Lorand . .
Commercial cloud provider focused on

Researc_h I_\Ietwork_ (EI—KH) Earth Observation, expanding their

AND their international user base with Check-in.

collaborators. CREODIAS
@@PO"W OPengmoPs @ C-SCALE & Smnmyersmn
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