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Requirements for EMI-3

In the following days the tasks in the release tracker of EMI-2 will be opened, the list of RfC contained in the tasks will contain the list of the new features supposed to be in EMI-2. Code freeze for EMI-2 is December 14 2011. After that date no more new features will be implemented, only bug fixes. 
 The technical plan for EMI-3 is due for the end of March, important requirements to be evaluated for the inclusion in this document should arrive to EMI before February 14 2012. By that day the requirements have to be discussed and agreed internally by OMB.
Consolidation

This activity aims to reduce the maintenance cost of the EMI software through the reduction of the number of products and lines of code. The targets are: phase out 2 products/year, reduction of 1/3 lines of code by the end of the project.
The strategy to achieve these targets is:

- Identify duplicates, keep only one

- Develop common products and remove old ones

- Replace EMI products with external alternative

- Replace the code in EMI using off the shelf components

The components proposed to be phased out are:

ARC CE/GM, ARC CE/gridftp jobplugin, ARC CE/JURA, ARC CE/update crls, ARC CLI/ng*, ARC CLI/libarcdata2, arc-proxy, ARC GridFTP server, ARIS, EGIIS, Resource BDII, gstat-validation, Site BDII, CEMon, CREAM cli, FTS cli, GFAL, lcg_util, lcg-info-clients, RAL-SAGA-SD, Trustmanager, Util Java, U. client libs, U. ucc, U. HILA, U. Registry, U. Uvos, VOMS client, SCAS, SLCS
The proposed consolidation plan is due for the end of October.

Computing clients

All the clients will implement the EMI-Execution Service, implemented by the computing elements. There was no agreement on the possibility to have a common client, but was agreed to have a common API (for C, Java, Python).
Data area

Next generation FTS (FTS3) prototype ready for April 2012, http support.
Proposed consolidation of the current data transfer/control libraries:
· Phase out: lcg-utils, libarcdata plugin

· New: GFAL plugin for ARC
Prototype ready for Dec 2011, EMI-datalib full in production for Dec 2012

Security area

Common Authentication Library

Voms service replaced by VOMS Admin.

glExec will implement the PAM modules (system module)

I presented a set of security requirements  provided by David Groep during the Security parallel session. My slides can be found here: 

https://indico.cern.ch/materialDisplay.py?contribId=36&sessionId=2&materialId=slides&confId=147484
Received positive feedbacks from security services developers about most of the requirements, some will be soon translated into RT tickets.
Infrastructure area
Information system.
EMIR is the new service registry that is supposed to substitute the ARC and UNICORE services registries (gLite has no service registry, the functionalities of service registry are covered by the GOCDB).
 ERIS the information provider at resource level will publish GLUE2 data in XML and LDAP form. Services will publish automatically in the site-level EMIR and the information will be forwarded to the top-level registry. EMIR will contain the list of services and mainly static data. For the dynamic data clients should query directly the services. A caching system for dynamic data (top-bdii like) is foreseen but not all the details are defined.
Clients:

WLCG clients: currently use glue1.3 > will be phased out when glue2 will be widely deployed.

ARC clients: already enabled for glue 2.0

SAGA will incorporate EMI registry client

The final discussion about the information system clients is postponed after the EGI Information System workshop

Service management
This task investigates the possibility to implement a common interface for remote service management/monitoring across all the EMI products. 

 The survey run across NGIs and site managers some month ago had been used as a starting point. The survey did not report a unique trend, even if there was good information. 

A possible approach is to provide Proof of Concept to be disseminated across NGIs in order to have more focused requirements/comments. The PoC will be unlikely available before EMI-3.

Accounting clients:
Possible consolidation of DGAS and APEL client: still not defined need to get feedbacks from accounting systems users.
Messaging product team
The EMI messaging product team is working on a document to provide implementations guidelines and best practice, to implement good quality, and reusable, code that uses messaging.

EMI is developing a set of utilities (pieces of code) to be used for

the implementation of messaging in applications.

The guidelines and the utilities are compatible with the EGI network. 

For the developers of applications using messaging clients the EMI messaging team mailing list can be used to ask for support. For the problems in the broker-side the reference contact is the EGI team.
Work Packages report

NA1: Reported about EC review of EMI
NA2: I proposed, at the end of the presentation, to evaluate a common entry point of EMI’s FAQ and EGI’s FAQ/Troubleshooting guides, to make easier to site admins finding the needed information.
NA3: Interesting is the architecture definition task: to produce an overview document of the dependencies between products.

SA1:. EMI is encouraging product teams to deploy their products in certifications, with a mechanism similar to EGI’s Staged Rollout. 
EMI provides user support for EMI products installed from whatever repositories (e.g. EMI or UMD). They may re-discuss this policy in the future.

JRA1:Port to SL6/Debian scheduled for February 2012. The porting to SL6 can be done by the end of  2011.
SL6 porting schedule

- Nov 1st: dcache, unicore, mpi, lrms modules, voms, gLite info system

- Nov 7th: gridsite, glite-security*, glite-px-proxyrenewal, LB, DGAS, APEL, Argus services 

- Nov 14th: the other high level services: CREAM etc

By Nov 14th all products should at least build against SL6, but the official support of SL6 will not start until EMI-2.
