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1. compute area objectives

	#
	Objective
	Due
	Priority
	Not before
	Involved
components
	DNA1.3.2
ref.

	A1
	GLUE 2.0 support in job management services (LDAP and/or XML rendering)
	M18
	5
	
	CREAM
	C1

	A2
	GLUE 2.0 support in matchmaking modules and client tools
	M22
	5
	
	WMS, WMS-UI
	C8

	A3
	Implementation of the agreed common job submission and management methods (EMI-ES interface) in all the CEs
	M19
	5
	
	A-REX, CREAM, UNICORE/X
	C5

	A4
	Implementation of the agreed common job submission and management methods (EMI-ES interface) in compute clients
	M20
	5
	
	libarcclient, arc*, CREAM clients, UNICORE client, U. HILA
	C6

	A5
	Investigate on ways to improve interactive access for at least one EMI Computing element
	M18
	2
	
	A-REX, CREAM, WMS, U. Client, U. TSI
	C3

	A6
	Agreement on a compute accounting record (UR)
	M16
	3
	
	A-REX, CREAM, U. TSI
	C2

	A7
	Support for the agreed compute accounting record (UR)
	M22
	3
	A6
	A-REX, CREAM, U. TSI
	C9

	A8
	EMI Computing Services should provide fully integrated solutions to interface with identified set of batch systems.
	M20
	4
	
	A-REX, CREAM, U. TSI
	C7

	A9
	Consolidation and harmonization of compute area clients/APIs
	M25
	4
	
	libarcclient, arc*, CREAM clients, WMS clients, U. Client
	C10

	A10
	Implement the EMI cloud strategy within compute area
	M32
	3
	
	all compute area components
	C11

	A11
	Proposal for a common parallel execution framework, a “backend” across the different computing services to allow users to execute parallel applications in a uniform way
	M18
	3
	
	MPI-start, MPI-Utils, BLAH, CREAM, WMS, A-REX, U. TSI, U./X
	C4

	A12
	Implementation of the common parallel execution framework across the different computing services
	M32
	3
	A11
	Glite MPI-Start, gLite MPI-utils
	C12

	A13
	Extend the parallel computing capabilities to better address multi-core jobs on all emerging architectures resources, Multi-node execution on interconnected clusters; and special scenarios like advanced topologies, FPGAs, GPGPUs
	M36
	3
	A11
	MPI-start, MPI-utils, BLAH, CREAM, WMS, A-REX, UNICORE TSI U./X
	C13


	#
	Objective
	Due
	Priority
	Not before
	Involved
components
	

	C1
	Integration of the compute area services with the ARGUS authorization framework
	M20
	4
	
	A-REX, CREAM, U. Services , U./X
	X5

	C2
	The legacy Globus security infrastructure (GSI) will be replaced with a common security solution based on TLS/SSL and EMI delegation method
	M30
	4
	
	WMS, L&B, CREAM, CREAM clients, WMS clients, A-REX, libarcclient, arc*
	X12

	C4
	Complete the rewrite of components utilizing the new AuthN libraries
	M32
	3
	
	All compute area components
	X11

	C5
	Improve usability of client tools based on customer feedback by ensuring a ) better more informative, less contradictory error messages b) coherency of commands line parameters
	M22
	4
	
	libarcclient, arc*, CREAM clients, WMS clients, U. Client PT. U. HILA
	X8

	C6
	Publish coherent GLUE 2.0 version information as part of service description in order to facilitate service discovery and monitoring
	M16
	4
	
	WMS, L&B, CREAM, A-REX, U. TSA
	X1

	C7
	Adhere to operating system standards for service operation and control regarding configuration, log and temporary file location and service start/status/stop
	M18
	4
	
	All compute area components
	X6

	C8
	Port, release and support EMI components on identified platforms (full distribution on SL6 and Debian 6, UI on SL5/32 and latest Ubuntu)
	M22
	4
	
	All compute area components
	X7

	C9
	Provide optimized semi-automated configuration of service backends (e.g. databases) for standard deployment
	M30
	3
	
	A-REX, CREAM, , WMS, gLite L&B PT, U. TSI
	X13

	C10
	Introduce minimal DOS protection for EMI services via configurable resource limits
	M28
	3
	
	A-REX, CREAM, WMS U. TSI, U/X,
	X10

	C11
	Provide and support monitoring probes for EMI services (e.g. Nagios)
	M18
	5
	
	A-REX, CREAM, U. TSI, U./X
	X4

	C12
	Increase performance of EMI services
	M32
	4
	
	A-REX, CREAM, WMS U. TSI, U/X,
	X15

	C13
	Adapt or implement monitoring interfaces, sensors, providers for compute services to allow the use of standard monitoring tools preferably based on the common EMI messaging system.
	M30
	2
	
	A-REX, CREAM, WMS U. TSI, U/X
	X14


	Subtask
	Name
	Owner
	Not before
	Due date

	A1.1
	implement CREAM support for GLUE 2.0 dynamic information
	gLite compute PT
	
	M18

	A2.1
	support for GLUE 2.0 in the WMS information system purchasers/match-making modules
	gLite compute PT
	
	M22

	A2.2 
	support for GLUE 2.0 in the Job Definition Language and clients
	gLite compute PT
	
	M22

	A3.1
	implement EMI-ES in A-REX
	ARC Compute Element PT
	
	M19

	A3.2
	implement EMI-ES in CREAM
	gLite compute PT
	
	M19

	A3.3
	implement EMI-ES in UNICORE interfacess
	UNICORE Services
	
	M19

	A3.4
	implement EMI-ES in XNJS+TSI
	UNICORE Services
	
	M19

	A4.1
	implement EMI-ES in libarcclient
	ARC Compute Clients PT
	
	M20

	A4.2
	implement EMI-ES in WS compute CLI (arc*)
	ARC Compute Clients PT
	
	M20

	A4.3
	implement EMI-ES in CREAM UI and APIs
	gLite compute PT
	
	M20

	A4.4
	implement EMI-ES in UNICORE command-line client (UCC) and APIs
	UNICORE ClientsPT
	
	M20

	A5.1
	investigate on ways to improve interactive access for CREAM, WMS, CREAM-UI, WMS-UI
	gLite compute PT
	
	M18

	A5.2
	investigate on ways to improve interactive access for A-REX and clients
	ARC Compute Element PT / ARC Compute Clients PT
	
	M18

	A5.3
	investigate on ways to improve interactive access in UNICORE computing services
	UNICORE Clients PT, U. Services PT
	
	M18

	A6.1
	define EMI UR
	Compute Accounting Record Task Force
	
	M16

	A7.1
	implement EMI UR in A-REX
	ARC Compute Element PT
	A6.1
	M22

	A7.2
	implement EMI UR in CREAM
	gLite compute PT
	A6.1
	M22

	A7.3
	implement EMI UR in UNICORE/X
	UNICORE Services PT
	A6.1
	M22

	A8.1
	fully support EMI-blessed batch systems in A-REX
	ARC Compute Clients PT
	
	M20

	A8.2
	fully support EMI-blessed batch systems in CREAM
	gLite compute PT
	
	M20

	A8.3
	fully support EMI-blessed batch systems in UNICORE TSI
	UNICORE Target System Access
	
	M20

	A9.1
	implementation of common client APIs in JAVA
	UNICORE Client PT
	
	M25

	A9.2
	implementation of common client APIs in C 
	ARC Compute Clients PT/gLite compute PT
	
	M25

	A9.3
	harmonization of the CLIs
	UNICORE ClientPT/ARC Compute Clients PT/gLite compute PT
	
	M25

	A10.1
	implement the EMI cloud strategy within compute area
	All compute area PTs
	
	M32

	A11.1
	define a proposal for a parallel execution framework within EMI
	MPI TF
	
	M18

	A11.2
	Introduce support for hybrid MPI-openMP applications and memory/CPU affinity
	MPI-Start
	
	M20

	A12.1
	implementation of the proposal for a parallel execution framework within EMI
	MPI TF
	A11.1
	M32

	A13.1
	enable capabilities to support multi-core, multi-node execution in ARC
	ARC Compute Element PT/ARC Compute Clients PT
	
	M36

	A13.2
	enable capabilities to support multi-core, multi-node execution in gLite
	gLite compute PT
	
	M36

	A13.3
	enable capabilities to support multi-core, multi-node execution in UNICORE
	UNICORE Services PT,, U. Client PT
	
	M36

	A13.4
	enable capabilities to support cross-middleware multi-core, multi-node execution
	MPI TF
	
	M36

	C1.1
	production quality integration of the ARGUS authorization framework in A-REX
	ARC Compute Element PT
	
	M20

	C1.2
	production quality integration of the ARGUS authorization framework in UNICORE components
	UNICORE services PT
	
	M20

	C2.1
	remove GSI in WMS and implement EMI delegation
	gLite compute PT
	
	M30

	C2.2
	remove GSI in CREAM and implement EMI delegation
	gLite compute PT
	
	M30

	C2.3
	Check that L&B works as expected without GSI
	gLite L&B PT
	
	M30

	C2.4
	implement EMI delegation in A-REX
	ARC Compute Element PT
	
	M30

	C3.1
	empty

	
	
	

	C4.1
	complete the rewrite of components utilising the new authentication libraries
	All Compute Area PTs
	
	M32

	C5.1
	improve usability of ARC client tools based on customer feedback
	ARC Compute Clients PT
	
	M22

	C5.2
	improve usability of gLite client tools based on customer feedback
	gLite compute PT
	
	M22

	C5.3
	improve usability of a possible EMI-ES unified client
	EMIclients PT
	
	M22

	C6.1
	publish coherent GLUE2.0 version information in A-REX
	ARC Compute Element PT
	
	M16

	C6.2
	publish coherent GLUE2.0 version information in CREAM
	gLite compute PT
	
	M16

	C6.3
	publish coherent GLUE2.0 version information in WMS
	gLite compute PT
	
	M16

	C6.4
	publish coherent GLUE2.0 version information for L&B
	gLlite L&B PT
	
	M16

	C7.1
	A-REX to adhere to operating system standards for service operation and control regarding configuration, log and temporary file location and service start/status/stop
	ARC Compute Element PT
	
	M18

	C7.2
	CREAM to adhere to operating system standards for service operation and control regarding configuration, log and temporary file location and service start/status/stop
	gLite compute PT
	
	M18

	C7.3
	WMS to adhere to operating system standards for service operation and control regarding configuration, log and temporary file location and service start/status/stop
	gLite compute PT
	
	M18

	C7.4
	L&B to adhere to operating system standards for service operation and control regarding configuration, log and temporary file location and service start/status/stop
	gLite L&B PT
	
	M18

	C7.5
	UNICORE/X, U. TSI to adhere to operating system standards for service operation and control regarding configuration, log and temporary file location and service start/status/stop
	UNICORE services PT
	
	M18

	C8.1
	port, release and support EMI components on identified platforms (full distribution on SL6 and Debian 6, UI on SL5/32 and latest Ubuntu)
	All Compute Area PTs
	
	M22

	C9.1
	provide optimized semi-automated configuration for A-REX
	ARC Compute Element PT
	
	M30

	C9.2
	provide optimized semi-automated configuration for CREAM
	gLite compute PT
	
	M30

	C9.3
	provide optimized semi-automated configuration for WMS
	gLite compute PT
	
	M30

	C9.4
	provide optimized semi-automated configuration for L&B
	gLite L&B PT
	
	M30

	C9.5
	provide optimized semi-automated configuration for UNICORE TSI
	UNICORE Services PT
	
	M30

	C10.1
	introduce minimal DOS protection for A-REX via configurable resource limits
	ARC Compute Element PT
	
	M28

	C10.2
	introduce minimal DOS protection for CREAM via configurable resource limits
	gLite compute PT
	
	M28

	C10.3
	introduce minimal DOS protection for L&B via configurable resource limits
	gLite L&B PT
	
	M28

	C10.4
	introduce minimal DOS protection in UNICORE web service interface
	UNICORE Services PT
	
	M28

	C10.5
	introduce minimal DOS protection in UNICORE TSI 
	UNICORE ServicesPT
	
	M28

	C11.1
	provide and support monitoring probes for A-REX
	ARC Compute Element PT
	
	M18

	C11.2
	provide and support monitoring probes for CREAM
	gLite compute PT
	
	M18

	C11.3
	provide and support monitoring probes for WMS
	gLite compute PT
	
	M18

	C11.4
	provide and support monitoring probes for MPI
	MPI TF
	
	M18

	C11.5
	provide and support monitoring probes for UNICORE/X
	UNICORE Services PT
	
	M18

	C12.1
	Measure/increase performance of A-REX, address scalability of the job control directory
	ARC Compute Element PT
	
	M32

	C12.2
	Measure/increase performance, provide High availability and better memory management for CREAM
	gLite compute PT
	
	M32

	C12.3
	Measure/increase performance of WMS and DAG jobs. Document/certify throughput in terms of jobs/day.
	gLite compute PT
	
	M32

	C12.4
	Measure/increase performance of L&B WS interface, document use-cases for asynchronous notifications
	gLite L&B PT
	
	M32

	C12.5
	Measure/increase performance of UNICORE/X, improve job submission rate by introducing parametric job descriptions
	UNICORE ServicesIPT
	
	M32

	C13.1
	Adapt or implement monitoring interfaces, sensors, providers for A-REX to allow the use of standard monitoring tools preferably based on the common EMI messaging system.
	ARC Compute Element PT
	
	M30

	C13.2
	Adapt or implement monitoring interfaces, sensors, providers for CREAM to allow the use of standard monitoring tools preferably based on the common EMI messaging system.
	gLite compute PT
	
	M30

	C13.3
	Adapt or implement monitoring interfaces, sensors, providers for WMS to allow the use of standard monitoring tools preferably based on the common EMI messaging system.
	gLite compute PT
	
	M30

	C13.4
	Adapt or implement monitoring interfaces, sensors, providers for UNICORE/X to allow the use of standard monitoring tools preferably based on the common EMI messaging system.
	UNICORE Services PT
	
	M30


Please, find the full EMI deliverable here:

https://twiki.cern.ch/twiki/bin/view/EMI/DeliverableDJRA112
2. Data area work pLAN

	GLUE 2.0 migration

	1.0
	D0: All SE's publishing initial GLUE 2.0

	
	M12
	1
	2
	3
	4
	5
	6
	7
	8
	9
	10
	11
	12
	1
	2
	3
	4
	5
	6
	7
	8
	9
	10
	11
	12

	2.0
	D1: All EMI GLUE clients are capable consuming GLUE 2.0

	
	M16
	1
	2
	3
	4
	5
	6
	7
	8
	9
	10
	11
	12
	1
	2
	3
	4
	5
	6
	7
	8
	9
	10
	11
	12

	3.0
	D6/X1: Full GLUE 2.0 support by all EMI publisher and consumer components including coherent versions.

	
	M22
	1
	2
	3
	4
	5
	6
	7
	8
	9
	10
	11
	12
	1
	2
	3
	4
	5
	6
	7
	8
	9
	10
	11
	12

	3.1
	
	X1: Publish coherent GLUE2-based version information

	
	M16
	1
	2
	3
	4
	5
	6
	7
	8
	9
	10
	11
	12
	1
	2
	3
	4
	5
	6
	7
	8
	9
	10
	11
	12

	UNICORE access to gLite/ARC components

	4.0
	D4: Providing UNICORE access to LFC

	
	M18
	1
	2
	3
	4
	5
	6
	7
	8
	9
	10
	11
	12
	1
	2
	3
	4
	5
	6
	7
	8
	9
	10
	11
	12

	5.0
	D7: Providing UNICORE access to SRM

	
	M22
	1
	2
	3
	4
	5
	6
	7
	8
	9
	10
	11
	12
	1
	2
	3
	4
	5
	6
	7
	8
	9
	10
	11
	12

	6.0
	D13: Providing UNICORE access to EMI AMGA 

	
	M28
	1
	2
	3
	4
	5
	6
	7
	8
	9
	10
	11
	12
	1
	2
	3
	4
	5
	6
	7
	8
	9
	10
	11
	12

	6.1
	
	Evaluating the possibility of the integration of AMGA into UNICORE

	
	M16
	1
	2
	3
	4
	5
	6
	7
	8
	9
	10
	11
	12
	1
	2
	3
	4
	5
	6
	7
	8
	9
	10
	11
	12

	6.2
	
	Implementation

	
	M25
	1
	2
	3
	4
	5
	6
	7
	8
	9
	10
	11
	12
	1
	2
	3
	4
	5
	6
	7
	8
	9
	10
	11
	12

	6.3
	
	Deployment

	
	M28
	1
	2
	3
	4
	5
	6
	7
	8
	9
	10
	11
	12
	1
	2
	3
	4
	5
	6
	7
	8
	9
	10
	11
	12

	Applying established standards to EMI components

	7.0
	D0: All EMI SE's provide a prototype for the file:// access

	
	M12
	1
	2
	3
	4
	5
	6
	7
	8
	9
	10
	11
	12
	1
	2
	3
	4
	5
	6
	7
	8
	9
	10
	11
	12

	8.0
	D3: SRM supporting file://

	
	M18
	1
	2
	3
	4
	5
	6
	7
	8
	9
	10
	11
	12
	1
	2
	3
	4
	5
	6
	7
	8
	9
	10
	11
	12

	9.0
	D?: All EMI SE's production support for the file://

	
	M24
	1
	2
	3
	4
	5
	6
	7
	8
	9
	10
	11
	12
	1
	2
	3
	4
	5
	6
	7
	8
	9
	10
	11
	12

	10.0
	D0: One SRM server and client https instead of httpg 

	
	M12
	1
	2
	3
	4
	5
	6
	7
	8
	9
	10
	11
	12
	1
	2
	3
	4
	5
	6
	7
	8
	9
	10
	11
	12

	11.0
	D12: All SRM client and server using https with delegation 

	
	M25
	1
	2
	3
	4
	5
	6
	7
	8
	9
	10
	11
	12
	1
	2
	3
	4
	5
	6
	7
	8
	9
	10
	11
	12

	12.0
	D8: All SE's http(s) protocol for reading files.

	
	M18
	1
	2
	3
	4
	5
	6
	7
	8
	9
	10
	11
	12
	1
	2
	3
	4
	5
	6
	7
	8
	9
	10
	11
	12

	13.0
	D11: All SE's support for the WebDAV protocol. 

	
	M25
	1
	2
	3
	4
	5
	6
	7
	8
	9
	10
	11
	12
	1
	2
	3
	4
	5
	6
	7
	8
	9
	10
	11
	12

	14.0
	D2: Investigating  'http' or WebDAV for the LFC.

	
	M18
	1
	2
	3
	4
	5
	6
	7
	8
	9
	10
	11
	12
	1
	2
	3
	4
	5
	6
	7
	8
	9
	10
	11
	12


	Consolidating and improving interoperability of EMI components

	15.0
	D5: Common set of data access libraries 

	
	M22
	1
	2
	3
	4
	5
	6
	7
	8
	9
	10
	11
	12
	1
	2
	3
	4
	5
	6
	7
	8
	9
	10
	11
	12

	15.1
	
	Investigating solutions 

	
	M18
	1
	2
	3
	4
	5
	6
	7
	8
	9
	10
	11
	12
	1
	2
	3
	4
	5
	6
	7
	8
	9
	10
	11
	12

	15.2
	
	Implementing agreed solution 

	
	M22
	1
	2
	3
	4
	5
	6
	7
	8
	9
	10
	11
	12
	1
	2
	3
	4
	5
	6
	7
	8
	9
	10
	11
	12

	16.0
	D15: Migrating to the EMI Data Access Libraries. 

	
	M32
	1
	2
	3
	4
	5
	6
	7
	8
	9
	10
	11
	12
	1
	2
	3
	4
	5
	6
	7
	8
	9
	10
	11
	12

	16.1
	
	Internal testing of implementation 

	
	M28
	1
	2
	3
	4
	5
	6
	7
	8
	9
	10
	11
	12
	1
	2
	3
	4
	5
	6
	7
	8
	9
	10
	11
	12

	16.2
	
	Testing of EMI components dependencies

	
	M32
	1
	2
	3
	4
	5
	6
	7
	8
	9
	10
	11
	12
	1
	2
	3
	4
	5
	6
	7
	8
	9
	10
	11
	12

	17.0
	D10: Synchronization between EMI SE's and Catalogues. 

	
	M25
	1
	2
	3
	4
	5
	6
	7
	8
	9
	10
	11
	12
	1
	2
	3
	4
	5
	6
	7
	8
	9
	10
	11
	12

	17.1
	
	Provide infrastructure (daemons and message passing)

	
	M12
	1
	2
	3
	4
	5
	6
	7
	8
	9
	10
	11
	12
	1
	2
	3
	4
	5
	6
	7
	8
	9
	10
	11
	12

	17.2
	
	Integrating a LHC catalogues into the synchronization infrastructure as a proof of concept.

	
	M18
	1
	2
	3
	4
	5
	6
	7
	8
	9
	10
	11
	12
	1
	2
	3
	4
	5
	6
	7
	8
	9
	10
	11
	12

	17.3
	
	Plug-ins for the other EMI Storage Elements

	
	M25
	1
	2
	3
	4
	5
	6
	7
	8
	9
	10
	11
	12
	1
	2
	3
	4
	5
	6
	7
	8
	9
	10
	11
	12

	17.4
	
	More comprehensive set of notifications

	
	M25
	1
	2
	3
	4
	5
	6
	7
	8
	9
	10
	11
	12
	1
	2
	3
	4
	5
	6
	7
	8
	9
	10
	11
	12

	18.0
	D14: Next generation FTS 

	
	M30
	1
	2
	3
	4
	5
	6
	7
	8
	9
	10
	11
	12
	1
	2
	3
	4
	5
	6
	7
	8
	9
	10
	11
	12

	18.1
	
	High level design, new configuration methods (remote, and stored in DB)

	
	M16
	1
	2
	3
	4
	5
	6
	7
	8
	9
	10
	11
	12
	1
	2
	3
	4
	5
	6
	7
	8
	9
	10
	11
	12

	18.2
	
	New Language C++, Channels removed, load feedback from SE's and Network; new transfer prot : http(s); testing

	
	M20
	1
	2
	3
	4
	5
	6
	7
	8
	9
	10
	11
	12
	1
	2
	3
	4
	5
	6
	7
	8
	9
	10
	11
	12

	18.3
	
	Providing a prototype FTS service for EMI-2

	
	M23
	1
	2
	3
	4
	5
	6
	7
	8
	9
	10
	11
	12
	1
	2
	3
	4
	5
	6
	7
	8
	9
	10
	11
	12

	18.4
	
	Job queues moved to messaging. SE and Network interaction with FTS finalized; pilot service

	
	M30
	1
	2
	3
	4
	5
	6
	7
	8
	9
	10
	11
	12
	1
	2
	3
	4
	5
	6
	7
	8
	9
	10
	11
	12

	19.0
	Common storage accounting record

	
	M12
	1
	2
	3
	4
	5
	6
	7
	8
	9
	10
	11
	12
	1
	2
	3
	4
	5
	6
	7
	8
	9
	10
	11
	12

	20.0
	D16: Add support for the new Storage Accounting Record

	
	M32
	1
	2
	3
	4
	5
	6
	7
	8
	9
	10
	11
	12
	1
	2
	3
	4
	5
	6
	7
	8
	9
	10
	11
	12

	20.1
	
	SE's and FTS provide a design for creating the agreed Data Accounting record.

	
	M18
	1
	2
	3
	4
	5
	6
	7
	8
	9
	10
	11
	12
	1
	2
	3
	4
	5
	6
	7
	8
	9
	10
	11
	12

	20.2
	
	Plug-ins for the other EMI Storage Elements

	
	M25
	1
	2
	3
	4
	5
	6
	7
	8
	9
	10
	11
	12
	1
	2
	3
	4
	5
	6
	7
	8
	9
	10
	11
	12

	20.3
	
	Finishing the deployment

	
	M32
	1
	2
	3
	4
	5
	6
	7
	8
	9
	10
	11
	12
	1
	2
	3
	4
	5
	6
	7
	8
	9
	10
	11
	12

	21.0
	X9: Integration ARGUS blacklisting

	
	M18
	1
	2
	3
	4
	5
	6
	7
	8
	9
	10
	11
	12
	1
	2
	3
	4
	5
	6
	7
	8
	9
	10
	11
	12


	Evaluating new technologies and methodologies

	22.0
	X17: Implement the EMI cloud strategy

	
	M32
	1
	2
	3
	4
	5
	6
	7
	8
	9
	10
	11
	12
	1
	2
	3
	4
	5
	6
	7
	8
	9
	10
	11
	12

	23.0
	D9: Investigate solutions for persistent data Id’s 

	
	M24
	1
	2
	3
	4
	5
	6
	7
	8
	9
	10
	11
	12
	1
	2
	3
	4
	5
	6
	7
	8
	9
	10
	11
	12

	Improving usability and interoperability of EMI components.

	24.0
	X6: Adhere to operating system standards

	
	M22
	1
	2
	3
	4
	5
	6
	7
	8
	9
	10
	11
	12
	1
	2
	3
	4
	5
	6
	7
	8
	9
	10
	11
	12

	25.0
	X4: Providing and support monitoring probes for EMI services (e.g. NAGIOS) 

	
	M32
	1
	2
	3
	4
	5
	6
	7
	8
	9
	10
	11
	12
	1
	2
	3
	4
	5
	6
	7
	8
	9
	10
	11
	12

	26.0
	X8: Improving a) error messages b)command line parameters. 

	
	M22
	1
	2
	3
	4
	5
	6
	7
	8
	9
	10
	11
	12
	1
	2
	3
	4
	5
	6
	7
	8
	9
	10
	11
	12

	27.0
	X7: Support for more platforms

	
	M22
	1
	2
	3
	4
	5
	6
	7
	8
	9
	10
	11
	12
	1
	2
	3
	4
	5
	6
	7
	8
	9
	10
	11
	12

	28.0
	X10: Introduce minimal DOS protection.

	
	M28
	1
	2
	3
	4
	5
	6
	7
	8
	9
	10
	11
	12
	1
	2
	3
	4
	5
	6
	7
	8
	9
	10
	11
	12

	28.1
	
	Identifying areas where high level DOS

	
	M18
	1
	2
	3
	4
	5
	6
	7
	8
	9
	10
	11
	12
	1
	2
	3
	4
	5
	6
	7
	8
	9
	10
	11
	12

	28.2
	
	Apply solutions for the identified DOS 

	
	M28
	1
	2
	3
	4
	5
	6
	7
	8
	9
	10
	11
	12
	1
	2
	3
	4
	5
	6
	7
	8
	9
	10
	11
	12

	29.0
	X13: Provide optimized semi-automated configuration 

	
	M30
	1
	2
	3
	4
	5
	6
	7
	8
	9
	10
	11
	12
	1
	2
	3
	4
	5
	6
	7
	8
	9
	10
	11
	12


Legend:

1. Numbers in column one, refer to the subchapter in this chapter (27.0 == 4.27)
2. xx.0 are the main objectives. xx.1, xx.2, etc. refer to intermediate tasks to fulfill the corresponding objective

3. Green background indicates the project months for the implementation of the objective

4. Yellow background indicates the project months of the intermediate tasks

5. Mxx refers to the project month when work is expected to complete

6. Dxx and Xxx are references DNA1.3.2 technical objective
Please, find the full EMI deliverable, here: 

https://twiki.cern.ch/twiki/bin/view/EMI/DeliverableDJRA122
3. security area objectives

Please, find the security area tasks in the related EMI deliverable:

https://twiki.cern.ch/twiki/bin/view/EMI/DeliverableDJRA132
4. Infrastructure area objectives

Please, fine the Infrastructure area objectives in the EMI deliverable:

https://twiki.cern.ch/twiki/bin/view/EMI/DeliverableDJRA142
