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The European Network for Earth System Modelling
The European Network for Earth System modelling, ENES, was launched in 2001. It gathers the community working on Earth’s climate system
modelling with the aim to accelerate progress in this field. This community is strongly involved in the assessments of the Intergovernmental

This portal, established and maintained by IS-ENES (Infrastructure for ENES), aims to provide information on ENES projects.

I S = e I l e S ; @,_",a/ / Panel on Climate Change (IPCC) and provides those predictions, on which EU mitigation and adaptation policies are elaborated.

IS-ENES infrastructure

projects

It also provides information on ENES research infrastructure. Services are provided through the IS-ENES providing access to key model data and
software, complemented by ESIWACE projects with services on enhancing performance on High-performance computers.
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The European Network for
Earth  System  modelling,
ENES, was launched in 2001

Community working on
Earth’s climate system
modelling with the aim to
accelerate progress in this
field.

Strongly involved in the
assessments of the
Intergovernmental Panel on
Climate Change (IPCC).

It provides those predictions,
on which EU mitigation and
adaptation policies are
elaborated.




ENES Infrastructure Strategy (2024-2033)

IS-ENES3 Deliverable D2.1

Infrastructure Strategy for Earth System Modelling for 2374-7 033
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ABSTRACT

This document provides a set of recommendations which arise from an anal
European large-scale climate modelling needs carried out by the European Netwo
System Modelling. There are detailed recommendations made under each of: H
Development, Collaboration, Diagnostics, Data Systems, and Workforce.

There are seven headline recommendations:

1. The HPC community must continue to provide both CPU and GPU machines; a lot of
climate codes will not be sensibly deployed on GPU machines in the near future (even if
they can be made to run on them).

2. There is a need for a more operational aspect to some aspects of climate science.

3. The community should continue to invest in managing and sustaining shared
infrastructure.

4. Model development takes a long time and is resource intensive. Modellers will have to
pay attention to the choices between Performance, Portability, and (scientific)
Productivity; in the new world, we can only have two!

5. Large expensive modelling projects need to be treated like satellite missions, well
publicised and documented.

6. The community should continue to invest in the necessary underpinning diagnostic tools
and libraries.

7. Storage and data systems need to support a variety of use-cases.




Recommendations on «Storage and Data Systems»

25. It will be desirable that trans-national access to archives and compute systems be sustained
in such a way as to minimise unnecessary data movement and data replication — and where
possible support access to scientists from the global south in accordance with WCRP goals.

26.

24

28.

3.6 Data Systems

Sustaining access will need not only shared infrastructure, but shared infrastructure

development.

Data volumes will continue to grow, and simulations will continue to be carried out on
multiple platforms. It will be necessary to maintain distributed catalogue systems and
methods to replicate data to national and international archives with co-located analysis

compute.

Archive planning should cover transient (cache) and persistent (curated) use cases,
recognizing that not all data products will be suitable for long-term curation, and different

storage formats might be suitable for different use cases.

rchives, not all data will be collocated for all workflows, and so
port distributed analytics will need to be developed and integrated

h systems, catalogues and data analytics will continue to demand
lata storage and metadata. Modellers should continue to use and
ast conventions to maximise data re-use in accordance with FAIR

31. The growing demand for climate services will lead to the need for data sharing across
communities, not just within the research component of the earth system modelling
community. The climate community will need to work with these other communities to
ensure the appropriate services and information are available via commonly understood
protocols.

32. Data users will also continue to need appropriate documentation as to how and why data
were produced, and to be able to discover and report issues with the data after simulations
have concluded. Systems to streamline the production and use of such information will need
to be improved and maintained.




Large scale, community experiments

Model
Intercomparison
Project

The Coupled Model Intercomparison Project (CMIP) represents a @ Coupled
first-class large-scale global experiment for climate change research m p
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Bringing it all together: Science and modelling priorities to support
international climate policy.
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CMIP data history and its big data evolution

CMIP7

“This evidence for human
influence has grown since ARg. It °
1E+20 :'Mostof_the observed i is extremely likely that human com | ng soon
increase in globally influence has been the dominant
d
] e L . cause of the observed warming
gE19 since the mid-20t" since the mid-zoth century.”
E8 century is very likely® due |
e £ to the observed increase (35 PB of data)
1E47 —m——— in anth i _—
7 “There is new and greenhouse gas
1E+16 _ stronger evidence that | concentrations" R = — - — CM I P6
“The bal most of the warming fd
1E#15 | of e:ide:cr:e . observed over the last (35 TB of data)
‘ 50 years is attributable
suggests a £ =
1E+14 e - to human activities™ = 10x CIVI I P5
E ‘ human (500 GB of data)
1EH13 ' nfluence on I
‘ global 27 PB of data
1EH12 | imate” 1
1E+11 ,‘ (1GB of data)
E} 1E+10 CMIP3: (35 TB of data)
‘;\ 1E+09 - - —
m
100000000
10000000 | CMIP1: (1 GB of data) B |
1000000 CLIMATE CHANGE 199
The Sciem f ha
100000 :
10000
1000
100
10

1 ; : ; :
5 3\ D L o & D 3\ L O
Sl v&& & -96? R 1°°h 'Péq 1960 -~ 0 S S




Why does CMIP data matter?

Projected Change in Average Annual Temperature
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Rapid Emissions Reductions (RCP 2.6) Continued Emissions Increases (RCP 8.5)
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The Intergovernmental
Panel On Cli mate Change The Intergovernmental Panel on Climate

Change (IDCCY je the Lnited Naotions bod

ipcc

IPCC reports cover "the scientific, technical and socio-economic
information relevant to understanding the scientific basis of risk
of human-induced climate change, its potential impacts and Cimate Change 2022

Mitigation of Climate Change

ynth . . S D
e 20 options for adaptation and mitigation”.

Chimate Change /
The Physical Science

; oo w7/ / /
ialized the Synthesis Report for the Sixth Assessment Report : Y ////// -
ring the Panel's 68th Session held in Interlaken, Switzerland from 13 - 19 ]
March 2023.
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Earth System Grid Federation
The Earth System Grid Federation (ESGF) is a globally distributed peer-to-peer network of data servers

using a common set of protocols and interfaces to archive and distribute Earth system model outputs
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The Earth System Grid Federation: An open infrastructure for access to distributed geospatial data, Cinquini L., Crichton D., Mattmann C., Harney J., Shipman G., Wang F., Ananthakrishnan R., Miller N., Denvil S., Morgan M., Pobre Z., Bell G.M.,
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ESGF and IS-ENES

* ESGF seamlessly joins climate science
data archives and users around the
world

® Data providers make data available to

the federation by publishing to one of

two-dozen ESGF node portals
* Data can be replicated at other ESGF

node sites for backup, to improve ease
of use or to exploit site resources
IS-ENES provides the

EU contribution to ESGF
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ESGF by the numbers

http://esgf-ui.cmcc.it/esgf-dashboard-ui/
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ESGF data usage and 31 173 22 15,842,865 99,711,239 25.59
data publication metrics P Coutien o e e e et dommiied B downloadd
Data published E 15,842,865 total ﬁ 8,492,913 distinct 7,349,952 replica
. datasets datasets datasets
over the federation 37,650.97 TB 22,377.73 TB 15,273.24 TB

Top projects
E 14,785,119 total datasets
27,446.61 TB
CMIP6
E 187,785 total datasets
1,473.33 TB
CORDEX
E 201,130 total datasets
5,293.61 TB
CMIP5
E 5,871 total datasets
10.84 TB
INPUT4MIPS
i 126 total datasets
0.2TB
OBS4MIPS

E 7,590,309 distinct datasets

15,953.41 TB
CMIP6

E 187,513 distinct datasets

1,472.77 TB
CORDEX

E 52,163 distinct datasets

1,525.07 TB
CMIP5
E 21 distinct datasets
0.9TB
INPUT4MIPS
E 108 distinct datasets
0.2TB
OBS4MIPS

E 7,194,810 replica datasets

11,493.2 TB
CMIP6
i 272 replica datasets
0.56 TB
CORDEX
E 148,967 replica datasets
3,768.55 TB
CMIP5
_- 5,850 replica datasets
9.95TB
INPUT4MIPS
i 18 replica datasets
0.01 TB
OBS4MIPS

€2) Total size of GMIPG published data by time [TB]

30,000
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15,000

Total size of CMIP6 published data by time
from 2PB in June 2019 to more than 25PB in 2024




From «climate datan to «climate computing»
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Climate Computing and the collaboration with EGI

Key collaboration with EGI Foundation:

¢ Represent the ENES climate community in the EOSC ecosystem
0550 o

N : . . . : : e . .
Contribute in strategies and open solutions for advanced climate data analytics .e e E. interTwin

¢ Explore novel open data and cloud-based technologies in the context of EOSC )

¢ Design Al-based solutions and components for challenging climate sciences applications

@) Oe0SC
¢ Bridge climate community ne¢ =hiES DA Space iMagine BEYONDD>

Developments in Data Space The ENES Data Space delivers an open,

scalable and cloud-enabled data science
environment for climate data analysis on top of

H the EOSC Compute Platform. It provides both
a rea ( E G I -AC E p rOJ eCt) storage and computational capabilities.
It consists of a JupyterLab instance jointly with
a large set of pre-installed Python libraries and

PY * a ready-to-use Ophidia HPDA framework
E N E S D ata S pa Ce instance for running data manipulation, analysis

and visualization.

Future planned activities:
¢ Strategies for distributed data

management in the Cloud and

The ENES Data Space hosts (open) data from
the ESGF federated data archive on compute
cloud to support researchers in realistic climate
model analysis experiments.

infrastructure design (GlobalCoast
initiative, RI-SCALE project)

* G. Sipos, G. La Rocca, F. Antonio, D. Elia, P. Nassisi, S. Fiore, R. Bardaji, I. Rodero, “Scientific Data Spaces - Experiences

from the EGI-ACE project”. Open Res Europe 2024, 4:136. doi: https://doi.org/10.12688/openreseurope.17418.1




The «ENES Data Space»n

* Motivation: Tackle key challenges and practical issues related to large-scale climate analysis ENES Dovs Space ecl-AceE

* Goal: Deliver an open, scalable and cloud-enabled data science environment for climate analysis on top of the

European Open Science Cloud platform

o Access to climate variable-centric collections from ESGF ESGF@

b - The World Climate Rese: e's
Earth System Grid Federation Coupled Model Intercomparison Project

o Jupyter-based gateway to develop and re-use climate apps

‘‘‘‘‘‘‘‘‘ CRS

o Data Science software stack for climate data analysis, (@d@) ENES Data Space s

visualization, and Al/ML use cases

) e & v s soa Jmona
s e b

= A @ mm
o Storage & Compute resources from EGI E‘ e

-
—
[

o Collaborations with European and international initiatives:
EGI, IDSA, ENES RI AISBL

Ultimate goal: promote Open Science for data and services

D. Elia et al., "A Data Space for Climate Science in the European Open Science
Cloud", Comput Sci Eng. 2023; 25(1): 7-15. DOI: 10.1109/MCSE.2023.3274047




EOSC Beyond: advancing innovation and collaboration for research

« From the EOSC Platform to a Network of
EOSC Nodes

* Nodes provide entry points for users to access
the full EOSC Federation

e ENES Data Space, one of the pilot nodes in

EOSC EU Node

—@® EGI Node

ENES Data Space
Node

EOSC Beyond targeting climate community

* Integrate and validate the new EOSC Beyond

EOSC Node A
Next Generation Core services

« Two new capabilities planned to be offered to

Fabrizio Antonio et al.

the Federation:
ENES Data Space: an EOSC Beyond thematic node for the climate community

(‘j) e O S C Carlo V, 2 Oct 2024, 15:15-15:30

yProv: a Cloud-enabled Service for Multi-level Provenance Management And Exploration in

BEYONDD Climate Workflows

o Provenance service

o Thematic Data Catalogue San Martino, 3 Oct 2024, 9:40-10:00




interTwin

Wildfire Hazard
Prediction

Early Flood
Warnings

interTwin aims at creating a prototype of a Digital Twin Engine:

+ Based on a DTE Blueprint Architecture (interdisciplinary)
Partners from the ENES community (CMCC, CERFACS, IPSL and UNITN) involved in:

+ Development of thematic and core components for environmental DTs on
extreme weather events (droughts, wildfires, Tropical Cyclones)

Cyclone
Detection

Drought
Prediction

» Exploiting CMIP6 projection data

High-energy
Physics Detector
simulations

* Provenance tracking in ML experiments I Radio

Astronomy Noise
Lattice QCD S Gravitational

. AL interTwin R

3 5 A Wil https://www.intertwin.eu/use-cases/

' Some of the key challenges:

e ——— e Workflows for supporting ML applications and data processing

ML4Fires: A Digital Twin Component for Wildfire Danger Analysis via ¢ Integration of different data sources (reanalysis, observations, simulation)
Global Burned Areas Prediction on Climate Projection Data
Carlo V, 3 Oct 2024, 10:20-10:30

e Exploration and definition of Al-based DT applications




iMagine O

iMagine
* Goal: provide a portfolio of image datasets and Al-based high-performance
: . : L DEFAULT NUMERICAL ML-BASED NUMERICAL
image analysis tools in aquatic sciences MODEL SIMULATION MODEL SIMULATION

o Deliver a framework for Al model development, training, and deployment
» Scientific use case: oil spill detection through a data-driven approach
* CMCC contribution:

o enhance the existing oil spill monitoring and forecasting system by

establishing an operational service on the iMagine platform

o improve the oil spill modelling service by assimilating satellite

observations

o Bayesian optimization approach for improving numerical model

simulations crrlcc

Centro Euro-Mediterraneo
sui Cambiamenti Climatici

Marco Mariano De Carlo et al.
A Bayesian Optimization workflow for improving oil spill numerical simulations ® - O S
Carlo V (Hilton Garden Inn), 3 Oct 2024, 09:50-10:00




What's next? RI-SCALE

* RI-SCALE: Unlocking RI potential with Scalable Al and Data

It will deliver Data Exploitation Platforms (DEPs) and scalable

environments to co-host scientific data with preconfigured Al / ol

Rl data holdings for Rl data

providers

Scalable Al /—\
for data E-infrastructures

users

frameworks and models on powerful compute resources

Data Exploitation Platform #ﬂ
* 4 Rls involved: ENES, EISCAT, BBMRI and Euro-Biolmaging | Al frameworks and models GPUs

Long term Data lifecycle management

 Integration of data and services from the ENES RI: storage Dataset |

Trust and identity copies
o Data from ESGF (e.g., CMIP6) \ ) L 4
o ESGF Data Statistics service

o ESGF Search service
o ENES representatives: CMCC, DKRZ, UKRI, UNITN Alessandra Nuzzo et al.

A data statistics service for data publication and usage

metrics in the climate domain

. . Barocco, 1 Oct 2024, 16:00-16:15
» Development of Al-based use cases for environmental sciences




GlobalCoast: the CoastPredict Global Coastal Ocean Experiment

¢ GlobalCoast: a central framework for coordination

Q
and practical implementation of the CoastPredict ‘ 9
‘9* A%
Programme Y ’vgfﬂg
* Goal: provide advanced knowledge, innovative 9

products and services to support coastal B
- Google MyMaps
community resilience

GOOS / COASTPREDICT / DCC-CR Coordination

* More than 124 Pilot Sites in 66 countries
e CMCC and EGI have been collaborating to the

Digital Pilot DPP 1 DPP 2 DPP n
Platforms DPP Region 1 Region 2 Region n

Products/ Products/ Products/
Services/ Services/ Services/
Training Training Training

technical design of the cloud-based GlobalCoast

infrastructure

Pilot Platform
Content

Nadia Pinardi, Giovanni Coppini
GlobalCoast Cloud: enabling equitable coastal resilience for the Future
Carlo V, 2 Oct 2024, 09:45-10:05

GOOS & UN Ocean Decade Data Strategy




Conclusions

» Climate change is one of the major challenges of our time

 ENES provides an umbrella organisation for the European climate modelling community working on

understanding and predicting climate variability and change
+ The ENES community is facing new challenges
* Increased model complexity
« Ever-increasing volumes of data for addressing climate change societal challenges
» Use of Al is growing rapidly in climate applications
* Need for suitable and advanced data and compute infrastructures

» Collaboration between ENES and EGI is key to further integrate climate data services into the European

e-infrastructure landscape
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