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“‘) A large LS spherical detector

JUNO collaborations is made
from 74 institutes in 17 countries
and more than 700 collaborators

— LS large volume: =» for statistics
— High Light yield and transparency=>» for energy resolution
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Data volumes, computational requirements

Estimated Raw data production 60 MB/s <> 2PB/year

Estimated other data (reconstructed, 1.0 PB/year
calibration, analysed)

Bandwidth required to copy 3 PB in 1 0.8 Gbps
year

* 1 event reconstruction goal: 5s with a 18 HS06 core

* Rate: 1kHz
* Reconstruct 1 year data in 1 year then requires about 155 kHS23.




JUNO Data Centres
~ [Role | Foresceninnas

CPU | Disk (PB) Tape (TB)
(kHS06)

- TO: next to JUNO site,

collect all data, DQM, 180 8.0 4.0

first reconstruction

T1: 1/3 of data,

computing power 15 0.2 2.0
T1: full data, computing

Sower 20 3.0 1.0
T1: full data, computing 120 10.0 10.0

power

= T2: no data, computing
power; not yet on line

335 21.2 17.0



International networks
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DCI Architecture
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JUNO DCI and EGI: ticket management

* JUNO DCI based mostly on WLCG tools

* Main way for communicating with supporting teams is by EGI
ticketing system
* Logical to use it also for JUNO internal ticketing system

* Already started to try using GGUS in a restricted group
* JUNO DCI managers
* Data centres in JUNO DCI

* Waiting the new ticketing system to gradually open to all the JUNO
community



JUNO DCI and EGI: accounting and
monitoring

* JUNO DCl is developing a monitoring system with dashboard

* Integrating and comparing external monitoring tool is seen as
useful to emerge problems

* Accounting is managed from Computing and Steering Group

* At the moment, based on the data coming from internal
monitoring

* Useful to compare with EGIl tools, in use from a long time



Conclusions

* Juno is approaching data taking and the real test of JUNO DCI

* JUNO need to putin place:
* Aticketing system for its support system
* Accounting and monitoring to double check the system
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