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Over the past decades, radio astronomy has evolved significantly

Quest for deeper sensitivities, higher resolutions, wider fields of view & exploration of new portions of the spectrum 

→ push to build larger and more complex facilities

→ fundamental challenges associated with

• data handling
• data editing
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Data intensive radio astronomy

ASKAP - CSIRO

MEERKAT - SARAO

LOFAR - LOFAR ERIC
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Over the past decades, radio astronomy has evolved significantly

Quest for deeper sensitivities, higher resolutions, wider fields of view & exploration of new portions of the spectrum 

→ push to build larger and more complex facilities

→ fundamental challenges associated with

• data handling
• data editing

Avoiding loss of information (especially) at low ν requires: 

• transport & storage of large amounts of data
• complex algorithms & workflow chains for data editing

Need for customised science archive services to enable 

• data discovery & science exploitation

Astronomers will be are the rare resource (ADASS 2014)

Daniel Durand (ADASS 2015): “The next frontier for science archives is to make the content of the data searchable”
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Data intensive radio astronomy
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Array of 52 dipole antenna stations operating in the frequency range 10-250 MHz

Low Band Antenna (LBA; 4800 dipole pairs, 96 LBA per station, Area ∼75200 m2; 10-90 MHz)

High Band Antenna (HBA; 47616 dipole pairs, 48/96 tiles per station in NL/EU, Area ∼57000 m2; 110-250 MHz)

Several observing modes (imaging, BF, BF+IM, TBB) → 96 MHz bandwidth (multi-beam option)
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The LOw Frequency ARray (LOFAR) key facts
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52 stations across Europe

Science archive with 3 sites

• storage
• computing

Access to resources with 
the Grid paradigm
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Distributed data flow & computing infrastructure
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Transport, processing and storage of large amounts of data :

• Data flow from all antennas combined: 1.7 Tbyte/s
• To COBALT from station after beamforming: 28 Gbyte/s
• Correlator output to disk: between 2-10 Gbyte/s
• Data storage challenges: ∼80 TB/h
• Data transfer to the archive: ∼10 TB/h

Science archive now: 

• ∼60 PB offline stored data collection
• mixed state of reduction & science readiness
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stations: data collection
COBALT correlator: 
online processing

Intermediate data generated 
through offline processing

Ingest into science archive sites. 
dCache system.

Distributed data flow & computing infrastructure
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Interferometric data analysis workflow

LOFAR pipelines designed to perform an incremental 
data editing

● complexity (self-) calibration strategies → 
demanding hardware requirements

● data complexity and sizes O(TB) → demanding 
storage requirements O(10TB)
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Interferometric data analysis workflow

Direction Independent Errors (DIE) calibration & imaging

• Correct for instrumental errors

Direction Dependent Errors (DDE) calibration & imaging

• data dominated by dispersive delays caused by the ionosphere
• severity scales as φ∝ν^-1

• The ionosphere as seen by LOFAR strongly varies across the Field of View

Scientifically limited

Rich in science
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Interferometric data analysis workflow

(Some of the) challenges in LOFAR calibration & imaging

• Large data volumes [CAL | IMG]
• Low S/N regime → calibration errors [CAL]
• Large fractional bandwidth
• Requires multi-frequency approaches [CAL | IMG]
• Large FOV
• Direction-dependent calibration approaches 

needed [CAL]
• Large w-values [IMG]
• Deconvolution complex [IMG]
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Interferometric data analysis workflow

DIE CAL. & IMG. 
WORKFLOWS

DDE & DIE CAL. & IMG. 
WORKFLOWS

DDE CAL. & IMG. 
WORKFLOWS FULL ARRAY

PRE-PROCESS
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Computing budget of a data(set) processing chain



spectrumproject.eu 11

Interferometric data analysis workflow

DIE CAL. & IMG. 
WORKFLOWS

DDE & DIE CAL. & IMG. 
WORKFLOWS
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Computing budget of a data(set) processing chain
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Sustainability (environmental & financial) of science operations (aggregated estimates)

• storage O(10-100) PB
• computing O(1000) Mcore hours 
• efficient mechanisms to access E-infra resources

Use of tools to support distributed computing vs HPC centres specs.

• multi node / cores jobs processing
• CWL standard

Mitigation measures

• Hardware: use of GPU or FPGA for selected workflows
• Algorithms: res/devs on deterministic and/or Machine Learning for calibration and/or imaging

How to manage the logistics of data intensive 
facility ?
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Thank you! 
Questions?

linkedin.com/company/spectrum-project-eu

spectrumproject.eu

https://www.linkedin.com/company/spectrum-project-eu
http://spectrumproject.eu/

