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User Communities Requirements (UCB)
This catalogue was prepared by the User Community Support Team (UCST; ucst@egi.eu) for the EGI Technical Coordination Board (TCB) from the user requirements that recently reached UCST and that the team is unable to address without the assistance of the TCB.
	Unique ID
	#3230

	Title/Topic
	Data lifetime management

	Reference
	https://rt.egi.eu/rt/Ticket/Display.html?id=3230

	Priority
	5

	Submitter(s)
	WeNMR Grid Community (WeNMR VRC -  http://www.egi.eu/collaboration/WeNMR.html)

LSGC VRC - http://www.egi.eu/collaboration/LSGC.html

	Status at TCB
	Submitted

	List of tickets
	#2024 data lifetime management
#2877 storage element and lifetime of data

	Description
	Files on storage elements should have a lifetime, and the system should provide automated mechanisms for the users to remove the files after the lifetime is expired. Different options are possible: 

WeNMR community has one VO (enmr.eu):

Whenever someone stores some file on a storage element, the lifetime of the file has to be specified for the SE. When the lifetime is passed, the file is deleted automatically. The user should be notified in email before the data is deleted by the system. We would enforce this to all users, with a max lifetime of X months (1 year for example, which is anyway the life a user grid certificate). There should be mechanism to renew the data lifetime (like there is an easy way to renew grid certificate). 

LSGC VRC has three VOs (vlemed, biomed and lsgrid): 

Manager of a VO should be able to remove files from the SE that are considered expired. Typically the files of users whose VO membership expired must be removed, or files of the users who use the most capacity from the storage should be deleted. Consequently, the VO Manager needs tools to easily remove files that belong to a given user (identified by a certificate DN). Solution can be provided in a various ways. One of these is listed below. It is up to the developers of middleware to decide how the requirement can be satisfied:

The solution suggest three changes to two services (SE and LFC):

1. Add a new feature to LFC: An interface to obtain the list of catalogue entries that belong to a given user DN
2. Add a new feature to LFC: Manager of a VO should be able to remove entries from the catalogue that belong to a DN whose owner is member of the VO. 
3. Add a new feature to SE: An interface to query the list of users who own files on the SE, together with the storage space these files use on the SE. (The goal is to identify the users who use the most of the resource)

	EGI Helpdesk
	Ticket at GGUS seems reached a dead end, no replies: 

https://ggus.eu/ws/ticket_info.php?ticket=72997 

	Goal
	Ability to manage files with lifetime on storage elements and file catalogues in order to prevent filling up the space with the unused data.

	Impact
	Storage elements would use space more efficiently, VO managers now are having problems when they need to clean up not used data anymore knowing only DN of the user, clean up LFC as well should be possible by the VO Manager, at the moment there are no tools provided by the middleware to do that, nor the automatic process to define lifetime of data is possible by the users.

	Affected services
	Information is extracted from Top-BDII at CERN. REF: ldap://lcg-bdii.cern.ch:2170

WeNMR VRC has one VO, called enmr.eu

LSGC VRC has three VOs: vlemed, biomed and lsgrid

These four VOs have access to the following SE and LFC resources: 

SEs:

Version:1.4.0 Service: StoRM

Version:1.5.0 Service: StoRM

Version:1.5.4 Service: StoRM

Version:1.5.5 Service: StoRM

Version:1.5.6 Service: StoRM

Version:1.6.2 Service: StoRM

Version:1.7.0 Service :StoRM

Version:1.8.0 Service :StoRM

Version:1.7.2 Service: DPM

Version:1.7.3 Service: DPM

Version:1.7.4-1 Service: DPM

Version:1.7.4 Service: DPM

Version:1.8.0 Service: DPM

Version:1.8.1 Service: DPM

Version:1.8.2 Service: DPM

Version:1.9.10-7(ns=Chimera) Service: dCache

Version:1.9.12-10 (ns=Chimera) Service: dCache 

Version:1.9.12-11 (ns=Chimera) Service: dCache

Version:1.9.12-12 (ns=Chimera) Service :dCache

Version:1.9.12-13 (ns=Chimera) Service :dCache

Version:1.9.1-7 Service:dCache

Version:1.9.5-19 (ns=Chimera) Service: dCache

Version:1.9.5-22 (ns=Chimera) Service: dCache

Version:1.9.5-28 (ns=Chimera) Service :dCache

Version:1.9.5-29 (ns=Chimera) Service: dCache

Version:2.1.7-19 Service: CASTOR

LFCs:

Version: 1.7.4 Type: lcg-local-file-catalog

Version: 1.7.4 Type: local-data-location-interface

Version: 1.8.2 Type: lcg-file-catalog

Version: 1.8.2 Type: data-location-interface


	Unique ID
	#926

	Title/Topic
	Distributed relational data management

	Reference
	https://rt.egi.eu/guest/Ticket/Display.html?id=926

	Priority
	4

	Submitter(s)
	Life Sciences Grid Community (LSGC VRC -  http://www.egi.eu/collaboration/LSGC.html)

	Status at TCB
	Submitted

	Description
	Community needs distributed relational data management tools, with ACL-based access control. 

Use Case:

Two sites host databases containing similar data (but that may structured along different schemas), e.g. data entities related to a same medical study. A grid user would like to query both DBs simultaneously as if it would be a single one (thus requiring DB schemes alignment and data fusion in virtual tables).

Limitations of existing solutions:

Some databases are distributed over multiple sites, making a mediation and federation layer necessary. Database authentication is only part of the problem. Grid credentials-enabled relational DB front-ends such as AMGA are not sufficient as they do not address the data mediation and federation requirements.
GRelC is providing a grid DB interface but it does not implement data mediation nor fusion for using multiple DBs simultaneously. 

OGSA-DAI is probably closer to providing such functionality, but it requires manually implementing mediation and pushing requests to a mediated database.



	EGI Helpdesk
	From the ticket at GGUS we got confirmation that inside of EMI there is no existing technology within EGI that could address this problem: 

https://ggus.eu/ws/ticket_info.php?ticket=75165 

	Goal
	Distributed relational data management tools

	Impact
	Users will be able to retrieve data much faster and in a easier way

	Affected services
	N/A


Operations Requirements (OMB)
This catalogue contains the requirements approved by OMB for the 10th meeting of the EGI Technical Coordination Board (TCB).  
Requirements submitted to TCB

	Unique ID
	3279

	Title
	Top-BDII must scale with the number of sites

	Reference
	https://rt.egi.eu/rt/Ticket/Display.html?id=3279

	Priority
	5

	Submitter(s)
	CERN

	Status at TCB
	Submitted

	Description
	The BDII must scale with number of sites.
Two main scaling issues have been identified:
- The number of sites, that with the current implementation corresponds to the number of threads which top-bdii runs to contact the site-bdiis.
- The total amount of information in the top-bdii - which is increasing more than proportionally with the number of sites - lower the freshness of the information published.

Something more that just a performance improvement is needed which just puts the limit up
to new threshold unless that threshold can be increased by a multiple 10 or so.

	Affected services
	Top-BDII


	Unique ID
	3329

	Title
	Globus middleware publishes GLUE2 data

	Reference
	https://rt.egi.eu/rt/Ticket/Display.html?id=3329

	Priority
	5

	Submitter(s)
	COO

	Status at TCB
	Submitted

	Description
	Globus middleware should publish GLUE2 information.
The GLUE service information should be available through an LDAP interface.

	Affected services
	All IGE services


	Title
	Top-BDII should be able to handle multiple GIIS per site

	Reference
	https://rt.egi.eu/rt/Ticket/Display.html?id=3331

	Priority
	4

	Submitter(s)
	COO

	Status at TCB
	Submitted

	Description
	Top-BDII should be able to handle multiple GIIS per site. It should be able to pull information system data directly from the single service's info provider.

This feature is needed to integrate in the infromation system non-gLite middleware.

	Affected services
	Top-BDII


	Unique ID
	2563

	Title
	Mandatory variables in configuration files should be clearly identified

	Reference
	https://rt.egi.eu/rt/Ticket/Display.html?id=2563

	Priority
	4

	Submitter(s)
	NGI_NL

	Status at TCB
	Submitted

	Description
	middleware services configurations files (e.g. YAIM configuration file) has always a set of variable that *must* be edited in any installation of the service. While there are variables that can stay as they are, if particular customizations are not needed.
In the configuration file templates the variables to be modified should be well identified with a string like:
VAR_TO_CHANGE = TO-BE-CHANGED
Configuration scripts should check that *all* the variables so identified were edited by the service administrator.

	Affected services
	All services


	Title
	Accounting of local jobs

	Reference
	https://rt.egi.eu/rt/Ticket/Display.html?id=3327

	Priority
	To be assessed by Accounting Task Force

	Submitter(s)
	COO

	Status at TCB
	Submitted

	Description
	Job records should be produced also for local jobs, and they should be forwarded to the accounting repository.
 Local jobs must be univocally distinguished from the grid jobs submitted through the grid middleware.

	Affected services
	Top-BDII


	Title
	Accounting of parallel jobs

	Reference
	https://rt.egi.eu/rt/Ticket/Display.html?id=3328

	Priority
	To be assessed by Accounting Task Force

	Submitter(s)
	COO

	Status at TCB
	Submitted

	Description
	Accounting system should keep track of the type of the job: parallel or serial.
This should be recorded in the Usage Record in order to be easily queried in the accounting repository.

	Affected services
	Top-BDII


	Unique ID
	3326

	Title
	Automatic configuration of CE capacity parameters

	Reference
	https://rt.egi.eu/rt/Ticket/Display.html?id=3326

	Priority
	3

	Submitter(s)
	COO

	Status at TCB
	Submitted

	Description
	Where possible, CE's Information provider should take this value from batch system, in order to automatically configure this parameter.

The action to transfer from the batch system to the CE the cluster information should be controlled by the sys admin (e.g. when he reconfigures the CE)

	Affected services
	All CEs


	Unique ID
	2538

	Title
	Identify users affected by an SE intervention

	Reference
	https://rt.egi.eu/rt/Ticket/Display.html?id=2538

	Priority
	2

	Submitter(s)
	AsiaPacific

	Status at TCB
	Submitted

	Description
	To make easier to warn files owner in case of SE planned maintenance, there should be a single-line command, to get the list of all the users who own the files contained in the SEs. This is currently possible, but it would be nice to have a single command to get the information.

	Affected services
	All Storage Elements


Requirements directly submitted to PTs with a GGUS ticket

	Unique ID
	2652

	Title
	Support multi-VO services, association to multiple topBDIIs

	Reference
	https://rt.egi.eu/rt/Ticket/Display.html?id=2652

	Priority
	2

	Submitter(s)
	NGI_IT

	Status at TCB
	Submitted

	Description
	WMS should be able to deal with multiple Top-BDIIs.
This requirement refers to a scenario where there are Top-BDII containing subset of services and sites (for example belonging to different projects), and the possibility to use a single WMS to submit to all the subset (even if different communities - most probably - would submit to different subsets).

	Affected services
	WMS


	Unique ID
	3278

	Title
	Automate VO membership renewal

	Reference
	https://rt.egi.eu/rt/Ticket/Display.html?id=3278

	Priority
	3

	Submitter(s)
	NGI_IBERGRID

	Status at TCB
	Submitted

	Description
	VOMS should be configurable in order to automatically renew the VO membership when a user renews the AUP acceptance. In order to remove the VO Manager's action.

	Affected services
	VOMS
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